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Rectangular Dissections of a Square* 

ENDRE BOROSt AND ZoLTAN Fi'JREDI 

We investigate the problem that how many different ways one can dissect the unit-square 
into rectangles with prescribed areas w1, ••• , w•. One of our answers is the following: If w1, ••• , 

w._, are algebraicly independent, then the number in the question asymptotically equals to 
32(1 + o(l))/nJ3 (n!8" jn4 

). 

1. INTRODUCTION 

Thomas Ihringer proposed the following problems [6]: 

1. Are there, for every n E N, only finitely many possibilities to dissect a square into 
rectangles of equal area? 

2. If 'yes', give for every n E N the number f(n) of possibilities. 

Problem 1 was solved in a more general case. Considering the dissections of the unit 
square into n rectangles having given areas w1 , • • • , wn the same questions can be asked. 
The finiteness of the number of such dissections was proved in [1, 3, 9], even in higher 
dimensions, see [1]. In connection with problem 2, an upper bound O(cn) was given in [3]. 
But if W; #- wj fori #- j, then dissecting the unit square with lines, parallel to one of the axes 
gives already n! different dissections. 

In this paper we give a characterization of the possible dissections and prove, e.g., that 
the number of dissections for almost all w1 , ••• , wn is 

32(1 + o(l )) n!8n 
4nJ3 n

2. NOTATIONS AND RESULTS 

Let U = {(x, y)IO ~ x, y ~ 1} denote the unit square, and Dn denote the set ofdissections 
of U into n rectangles. Here a dissection means a finite set D of rectangles, the sides of which 
are parallel to that of U, such that UREDR covers U, interior (R) n interior(R') #- 0 for 
R #- R' ED, and area(R) > 0 for allRED. 

Consequently ~RED area(R) = 1. 
Let us denote Wan n-element collection of positive reals with the following properties: 

W contains s different values w1, ••• , ws with occurrences n1 , ••• , ns respectively. n; ~ 1, 
~f~ 1 n; =nand ~f~ 1 n;W; = 1. (n1 , ••• , ns) is called the multiplicity of W. 

Letf(W) denote the number of dissections of the unit square into n rectangles having 
areas prescribed by W. Denote the n-nomial binomial coefficient n!/llf~ 1 n;! by C,. n.,n)· 
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twork supported by the National Science Foundation Grant ECS 85-03212. 
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THEOREM 2.1. Suppose that W is a set of positive reals with multiplicity n1, ••• , ns 
satisfying the above properties. Then for the number of distinct dissections we have 

f(W) ~ n ) 2 
2 Ln (n + 1) (n + 1) (n + 1) . (1)

( n1 , • , • , ns n(n + 1) i~I i - 1 i i + 1 

Denote by M. the value of the essential part of the right hand side of (1), i.e., M. = 
[2/n(n + 1)2

] L7~ 1 C~\)("t 1 )(~t\). A standard calculation gives: 

PRoPOSITION 2.2. M. = [32(1 + o(l))/nJ3](8"/n4 
) whenever n--. oo. 

THEOREM 2.3. 

f(W) ~ ( n ) ;!:1 • 
nl, . .. 'ns 

COROLLARY 2.4. For f(n) introduced in Section 1 we have 

4n-o(n) < f(n) ~ M•. 

CoNJECTURE 2.5. If n --. oo then 

f(W) = (1 - o(1)) (n ,. ~., nJ M. 
1 

for every collections W. 

Especially we expect thatf(n) = (1 - o(l))M•. 
We recall that the reals a1, ••• , a. are algebraically independent if for every polynomial 

P(x1 , ••• , x.) # 0 with integer coefficients P(a1 , ••• , a.) # 0. 

THEOREM 2.6. Let W be ann-element set ofpositive reals with Lwe w w = I. Suppose that 
any n - I of them are algebraically independent. Then 

f(W) = n!M•. 

This gives 

CoROLLARY 2.7. Our Conjecture (2.5) is true even with equality for almost all sets W. 

3. THE COMBINATORIAL TYPE 

Consider the dissection D E D•. We will define its combinatorial type. (It is possible that 
D has more than one types.) This type T(D) will be a sequence of pairs {a;, I;}, where 
8; E {(0, 1), (1, 0)} and T; is a subset of {1, 2, ... , n} for 2 ~ i ~ n. 

Let b(D) denote the set of boundary points of rectangles of D. 
Let c(R) denote the lower-left corner of the rectangle R and set C(D) = 

{c(R)IR E D}\{(0, 0)}. 
We will say that a direction a E { (0, 1 ), (I, 0), (0, - 1 ), (- 1, 0)} appears at the point 

c(R) E C(D), if the small open segment /(R) = {c(R) + A.aiO < A. < min side length in D} 
is contained in b(D). Hence in each c(R) at least 3 directions appear; namely {(0, 1), (1, 0)} 
always and at least one from {(0, - 1), ( -1, 0)}. Now choose the direction a(R) to a 
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FIGURE 1. Corners, directions and base lines of rectangles in a dissection. 

rectangle RED arbitrarily from {(0, 1), (1, 0)} if all the four directions appear at c(R), 
otherwise choose the opposite of the missing direction. Then let B(R) denote the longest 
open segment in the form B(R, A) = {(c(R) + A.s(R)IO < A. < A} having the property 
that B(R, A) n I(R') = 0 if R' -=1- R. B(R) is called the base segment of rectangle R, 
(although it might be longer, than the length of the adjacent side of R). IB(R)I denotes the 
length of B(R). (see Figure 1). 

PROPOSITION 3.1. The base segments B(R)form a decomposition (so called base decom­
position) of boundaries inside U, i.e. 

U B(R) b(D) n int(U). 
RED 

Now we are going to define the canonical/abe/ling of a dissection D corresponding to 
a given base-decomposition {B(R)IR ED}. Let R" be the up-right rectangle in D. If 
R", ... , R;+t are already defined, then let R; ED\ {Rn, ... , R;+t} that rectangle for which 
B(R;+ 1) n R; -=1- 0 and B(R;+t)\R; is an initial segment of B(R;+t ). Finally let T;(D) the set 
of indices j < i for which B(R;) n R1 -=1- 0. 

Let the sequence {e(R;), T;(D)} be the combinatorial type of D. It is unique up to the 
choice of e(R;)'s, hence 

PRoPOSITION 3.2. For any given dissection D ofn rectangles D has at most 2"- 1 combina­
torial types. 

For example the dissections 2a and 2b in Figure 2 have different, 2c and 2dhave the same 
combinatorial types. 

A sequence {e;, I;} is a feasible type of order n, if there is a dissection D ED" and a 
labelling of its rectangles { R1, ••• , Rn} such that e; = s(R;) and T; = T;(D). 

THEOREM 3.3. The number offeasible types of order n is M". 

Our main result is the following. 

THEOREM 3.4. Let w = (w1, ... , w") E IR" such that I:7~t W; = 1, W; > 0, and let 
{e;, I;} be a feasible type of order n. Then there exists a unique dissection D and a labelling 
of its rectangles such that it has this type and area (R;) = W;, for i = 1, ... , n. 
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FIGURE 2. Examples of combinatorial types. 

The uniqueness of the solution with a given type and areas follows from the earlier 
results, see [1, 3, 9]. The main point of this theorem is the existence of such a dissection. 

Clearly Theorem 2.I is an easy consequence of Proposition 3.2 and Theorem 3.3, and 
Theorem 2.3 is a corollary of Propositions 3.I, 3.2 and Theorem 3.3 

4. THE EXISTENCE OF A DISSECTION WITH GIVEN AREAS AND TYPES 

In this section we prove Theorem 3.4. For this a few lemmas are needed. An important, 
but easy to prove lemma is the following. 

LEMMA4.1. /f{(a;, T;)li = 2, ... ,n}isafeasibletype,then{(ai, T;)li = 2, ... ,n- I} 
is also a feasible type. 

PROOF. Let D be a dissection of the given type ofn rectangles, and let a E {(0, I), (I, 0)} 
be orthogonal to a". Then R" can be eliminated from D by moving the base wall B(Rn) in 
the direction a and continuing the rectangles Ri, i E Tn in this direction. The resulting 
dissection contains n - I rectangles and has the type {(ei, T;)li = 2, ... , n - I}. 

For example the dissection in Figure I has 5 rectangles and has the type {((1, 0), {I}), 
((0, I), {2}), ((0, I), {I, 3})}. There a5 = (1, 0), thus moving the base wall B(R5 ) in to 
upward, i.e. in the direction a = (0, I), R5 can be eliminated from that dissection. The 
resulted dissection of 4 rectangles is given on Figure 3. 

If D is a dissection of D", then denote xi = x(R;), Yi = y(R;) the lengths of sides of 
rectangle Ri E D. 

The following lemma can easily be verified, see [1, 3]. 

LEMMA 4.2. Let D = {R,, ... , Rn} and D' = {R;, ... , R~} be two dissections having 
the same combinatorial type. Then there is a dissection D" = {R7, ... , R~} ofthe same type, 
having x(R;') = t(x(Ri) + x(R;)) and y(R;') = H y(R;) + y(R;)) for i = 1, ... , n. 
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FIGURE 3. The dissection obtained by deleting R5 from Figure I. 

PRooF. Consider the arithmetical mean of D and D', i.e. let c(R;') = t(c(R;) + c(R;)), 
for i = 1, ... , n. 

The following lemma states the visible fact that fixing the type of dissection, the side 
lengths of its rectangles vary continuously with the change of areas. 

LEMMA 4.3. Let D = {R 1 , ••• , Rn} and D' = {R;, ... , R~} be two dissections having 
the same combinatorial type with areas W; = area (R;), w; = area (R;) i = 1, ... , n, and 
suppose that lw; - w;l ~ e for i = 1, ... , n with some positive real e. Then 

n ' 2 en n ' 2 enL (x; - x;) ~ -, and L (Y; - y;) ~ -,, 
;~1 aa ;~1 aa 

where X;, Y; (resp. x;, y;) are the side lengths of R; (resp. R;) i = 1, ... , n, and a (resp. a') 
is the minimal area in D (resp in D'). 

PRooF. By the symmetry of vertical and horisontal sides, it is sufficient to prove the first 
inequality. 

As D and D' have the same combinatorial type, Lemma 4.2 can be applied and 
n

L (Y; - y;)(x; - x;) = 0 (2) 
i~I 

follows. 
Using the equation W; - w; = (Y; - y;)x; + (x; - x;)y; and the inequalities 

- e ~ W; - w; ~ e we have 

(3) 

Introducing I = {i lx; ~ x;} and J = {i lx; < x;} and adding up (x; - x;) times (3) for 
i E I u J we get 

" e(x; - x;) - y;(x; - x;f " 
L. __:_.:____.:...:....____,:,:....:...:.....:....__....::..::..._ + L., 

- e(x; - x;) -
' 

y(x; - x;)
2 ~ 
~ L. 

( Y; _ ')(Y; X; 
_ ')

X; . 
iel X; ieJ X; i=l 

The right hand side here is 0 by (2). From this it follows that 

6 
n 

" 
L..., 

I 
X; -

'I 
X; 

I 
>­
::;;-' 

n" i..J Y; ( . ­
I XI 

')2xt • 
i~I X; i~l X; 
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Here lx,. - x;l :::;; 1, a' :::;; x; :::;; 1 and y,. :::;; a. Substituting these, the lemma follows 

immediately. 

PROOF OF THEOREM 3.4. The uniqueness follows from Lemma 4.2, see [1, 3]. 

Suppose on the contrary that D = {R1, ••• , Rn} and D' = {R;, ... , R~} are two 
dissections with the same combinatorial type, and with the same areas w,. = area(R,.) = 

area(R;) fori = 1, ... , n. Then Lemma 4.2 can be applied and there is a third dissection 

D" = {R;', ... R~} with side lengths xr = (x,. + x;)/2 and Yr = (y,. + y;/2). 
By the arithmetic-geometric inequality 

X; y,.I+ X;
Iy,. >- J I I 

X;Y; + x; y;
r x,.y,.x,.y,.

2 2 

hold fori = 1, ... , n, hence 

x,. + x; x y,. + y; >- w
area(R;') 2 2 :;-' I 

ifj E Tn 

Now for any IX E Sr:"' w" E IR"- 1 and ~;:i wj = 1. 
Moreover {(e,., 'T;)Ii = 2, ... , n - 1} is also a feasible type by Lemma 4~1. Therefore 

by the induction hypothesis there is a dissection D" having this type and having areas given 

in w". 
Define 

x(Rj) ifen = (1,0)L x(Rk)' 
keTn 

y(RJ if En = (0, 1)L y(Rk)' 
keTn 

for j E Tn, Rj E D", and let p(IX) = (pj(1X)IJ E Tn)· 
It is clear that for every IX E Sr:: p(IX) E Sr:. 
If for some IX E Sr: it happens that P(1X) ="IX, then a required dissection can be obtained

n

from D" by a cut, parallel to IX" along the rectangles of Rj E D", j E T". Thus the theorem 
will proved if we can show a fixpoint, IX E Sr: with p(IX) = IX. 

The mapping IX --+ p(IX) is continuous ove~ the compact set Sr:" by Lemma 4.2, since 
wj ): wj > 0 for any IX E Sr:". Hence there exists such a fixpoint, and the theorem is proved. 

5. FEASIBLE TYPES 

In this section we give a characterisation of feasible types. 
LetT = {(e;, 'T;)Ii = 2, ... , n} denote a feasible type and denote t,. the cardinality IT; I. 
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LEMMA 5.1. Let T = {(t:;, T;)li = 2, ... , n} be a feasible type, t; = IT;I· Then the 
following inequalities hold for k = 2, ... , n. 

k - I - ,,~~~~> t;, if t:k = (0, I), 

tk ~ i<k (4) 
{ k - I - L t;, if t:k = (I, 0). 

,,~(1,0) 

Moreover, if there is a collection {(t:;, t;)li = 2, ... , n} satisfying (4), then there is a unique 
feasible type T = {(t:;, T;)li = 2, ... , n} with l; = IT;I. 

PRooF. Let T(k) = {(t:;, T;)li = 2, ... , k}. Then by Lemma 4.I T(k), k = 2, ... , n 
are also feasible types. In the proof of Lemma 4.I we gave a geometrical interpretation of 
the mapping T(k + I) --+ T(k). From this it can be clear that the number of rectangles of 
T(k - I) touching the upper (resp. right) side of U is given by k - I - r.!:~ t; with 
8 = (I, 0) (resp. 8 = (0, I)). These prove the inequalities (4). Moreover Tk contains exactly 
the indices of tk rectangles closest to the up-right corner (1, I) of U touching the upper (in 
case of ek = (I, 0)) or right (in case of ek = (0. I)) side of U. From this the second part of 
the lemma follows. 

On a planar walk (from (0, 0) to (v, h)) we mean a sequence of v + h vectors of 
{(0, I), (I, 0)}, the sum of which is equals to (v, h). The points formed by the partial sums 
is considered as points of the walk. 

For the proof of Theorem 3.3 we will show that to each feasible type there corresponds 
a unique triplet of planar walks, that are non-crossing. 

Let T = T(n) = {(t:;, T;)li = 2, ... , n} be given a feasible type. Moreover let 
v(T) = l{ilt:; = (I, 0)}1 and h(T) = l{ilt:; = (0, I)}l. 

We will construct walks Wo = Wo(T), W_ = W_ (T) and W+ = W+ (T) all from (0, 0) 
to (v(T), h(T)). 

Let Wo, the so called middle walk, be formed by the steps t:2 , ••• , en. 
The so called upper walk, W+ is given by the steps ((t; - I) times (I, 0)) + (0, I) 

whenever t:; = (0, I), i = 2, ... , n. 
The lower walk, W_ will be given similarly, by ((t; - 1) times (0, 1)) + (1, 0) whenever 

t:; = (1, 0), i = 2, ... , n. 
The last point of the upper (resp. lower) walk has the form (ex, h(T)) (resp. (v(T), p)). 

Finally connect these points to (v(T), h(T)) by the appropriate number of steps (I, 0) 
resp.(O, 1)). 

For example in the case of the dissection given in Figure 1, 
t:2 = (1, 0), T2 ={I}, 

t:3 = (0, I), T3 = {2}, 

t:4 = (0, 1), T4 = {1, 3}, 

t:5 = (1, 0), T5 = {3, 4}. 
moreover v(T) = 2 and h(T) = 2, thus the corresponding walks from (0, 0) to (2, 2) are 
as follows (see Figure 4): 

Wo {(1, 0), (0, 1), (0, I), (I, 0)}, 
W_ {(0, 1)} u {(1, 0), (0, 1)} u {(I, 0)}, 
w+ {(1, O)} u {(O, 1), (1, o)} u {(o, 1)}. 

LEMMA 5.2. If T is a feasible type, then the walks Wo(T), W_ (T) and W+ (T) are 
non-crossing. Precisely to each point (x, y) of Wo there are points (1J, y) of W_ and (x, ~) of 
W+, with 11 ~ x and~ ~ y. 
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Wo 

W­
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FIGURE 4. The upper, middle and lower walks corresponding to the dissection given in Figure I. 

PRooF. By the symmetry it is sufficient to show this relation between Wand W_. 
If h(T) = 0, then these walks coincide and the statement is trivial. Thus consider the 

cases h(T) > 0, and let (x, y) be an arbitrary point of fVo. Moreover consider the point 
(rt, y) of W_ just after the yth occurrence of Bi = (0, 1). Then 

i::E;;x+y 

rt = I (ti - 1) 
e;~(O.I) 

by the definition. On the other hand 
i <x+y+l 

X - rt = X + y - L ti ;;,: 0 
e; ~(0.1) 

by Lemma 5.1. Therefore x ;;,: rt as it was stated. In fact this proof holds only when 
x + y > 1 and x + y < n. But the remaining cases are trivial. 

The converse of this lemma is also true. 

LEMMA 5.3. Let v, h be non-negative integers and let Wo, W_ and W+ be three non-cross­
ing walks from (0, 0) to (v, h). Suppose W_ is under, W+ is over of Wo. Then there is a unique 
feasible type T with Wo = Wo (T), W_ = W_ (T) and W+ = W+ = (T). 

PRooF. All these walks consist of steps (0, 1) and (1, 0). Let t:2 , ••• , Bn be defined as the 
steps of Wo, starting the indices with 2, and using the notation n = v + h + 1. 

Let the integers n1,j = 1, ... , h be defined such that the point (n1, j) is the endpoint of 
thejth (0, I) step in W+. Similarly, denote (k, mk) k = I, ... , v the endpoints of the kth 
(1, 0) steps in W_. Moreover let m0 = n0 = 0. Clearly n0 ~ n1 ~ • • • ~ nh and m0 ~ 

m1 ~ • • • ~ mv. Then define 

def { I + n1 - n1 - I, if ei is the j th (0, I) step in W0 
ti = 

I + mk - mk-I, if ei is the kth (I, 0) step in Wo 
Using these definitions, it is easy to check that the non-intersecting property of the walks 
is equivalent to the inequalities (4) for the collection {(t:, ti)\i = 2, ... , n}. Thus the 
statement follows by Lemma 5.I. 

PRooF OF THEOREM 3.3. Now the number of feasible types of dissections of n rectangles 
is equals to the number of non-crossing walk triplets from (0, 0) to (v, h) for non-negative 
integers v, h with v + h = n - I, by Lemmas 5.2, 5.3. But the number of non-crossing 
walk triplets from (0, 0) to (v, h) by an old theorem of Mac Mahon [4] (see also in [8]) is 

v h 3 i+j+r-I 
i~J] JJ i +j + r - 2 · 
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This equals to 

2 (n+1)(n+1)(n+1) 
n(n + 1)2 h h + 1 h + 2 . 

A summation give Theorem 3.3. 

PRooF OF PRoPOSITION 2.2. We can use the approximation (see [7]) 

213which holds for x < n , and the well-known fact that 

roo e-t2j2 dt = Jfi. 
We omit the details here. 

6. DISSECTIONS WITH ALGEBRAICLY INDEPENDENT AREAS 

Here we prove Theorem 2.6. 
Suppose that WI, ••• , wn-1 are positive algepraically independent reals, wn = 
- L7::/ w; > 0. Let {(e;, T;)li = 2, ... , n} be a feasible type. By Theorem 3.4 there is 

a unique dissection D with this type and with these areas. 
What we really have to prove is the following: 

PRoPOSITION 6.1. D has only one type. 

This Proposition 6.1 and Theorem 3.4 imply that in this casef(W) = n!Mn, as it was 
stated in Theorem 2.6. 

PRooF OF PRoPOSITION 6.1. First we associate a system oflinear equalities to D. Denote 
the lengths of the sides of R; e D by X; = x(R;) and xn+i = y(R;) fori = 1, ... , n. For 
every base B(R;) the sum of the lengths of the sides adjacent to B(R;) is 21B(R;)I. This gives 
us a linear equality of the form 

2 ~ i ~ n. (5) 

(Here, of course, U; n v; = 0 and U; # 0, v; # 0.) Add the following two equalities to 
(5). Denote the segment {(x, 0)10 ~ x ~ 1} by/, and the segment {(0, y)IO ~ y ~ I} by J. 

I L X;, 
i:B(R;)n/"' 0. 

(6) 

One can prove that the system of n + 1 linear equalities given by (5) and (6) has rank 
n + 1. So we can find a subset K c {I, 2, ... , 2n}, IKI = n - I and rational coefficients 
m;.j i = I, ... , 2nj e K such that 

X; I;+ L m;,jxj (7) 
jeK 
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holds for all i = I, ... , 2n. (Here I; is also a rational and of course i E K implies I; = 0, 
m;,; = I, m;,j = 0 for j of i.) 

Now consider the algebraically independent numbers W;, i = I, ... , n - I. We have 
from (7) that 

W; = area(R;) = X;· xn+l = P;(xklk E K), i = I, ... , n - I, (8) 

where P; is a polynomial over the variables {klk E K} with rational coefficients. These 
polynomials depend only on the combinatorial type {(e;, T;)li = 2, ... , n}. 

The main point is to understand what does it mean that D has at least two combinatorial 
types.lt means that there is a corner c(R), RED which is covered by 4 rectangles of D. This 
gives us a new linear equality, independent of (5) and (6). So we can have a K' c 
{I, 2, ... , 2n}, IK'I ::::;; n - 2 replacing Kin (7). Hence the polynomials P; in (8) have only 
n - 2 variables. Then there exists a polynomial Q( y 1 , ••• , Yn-I) of 0 of n - 1 variables 
having rational coefficients such that for the composition 

Q(P1, ... , Pn-1) =0. 

So (8) implies Q( w1, ••• w._ 1 ) = 0 which contradicts their algebraic independence. Hence 
such an extra linear dependency does not exist, i.e., every corner c(R), R E D is covered by 
at most 3 times. Then by the definition of combinatorial type D has only one type, which 
proves the proposition. 
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