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Figure 1: An “amalgamation diagram” in the sense of e.g. Madarász [164], [165] (illustration for the first sentences of §1.)
1 Introduction

Many people think that Gödel and Tarski were the greatest logicians who ever lived. Gödel in turn was a close friend and collaborator of Einstein and in connection with their discussions of relativity theory, Gödel made discoveries about relativity and cosmology whose impact is being more and more appreciated nowadays, cf. e.g. Yourgrau [270], Friedman [91], or (the “accompanying” papers by present day leading physicists in) Gödel [99, 100]. Tarski, too, wanted to use logic as a foundation for science in general, and for relativity theory (and related areas) in particular.\footnote{This is how the series “Studies in Logic and the Foundations of Mathematics” came into being.}

The present work intends to apply mathematical logic to relativity in the spirit of the just quoted tradition.\footnote{Connections with Tamás Matolesi’s school are summarized in Andai-Andréka-Madarász-Németi [7].} Besides using mathematical logic as a foundation for special relativity, we

On the length of the dissertation: It was our ambition to make this work pleasant reading for readers from different research fields, hence having perhaps strongly different backgrounds. For this reason, we included a lot of pictures, intuitive explanation and historical background. Further, to reduce the need for consulting the literature, we included parts which do not count as main results of the dissertation but which help understanding the dissertation and putting it into perspective. (Much of these parts also originate with the author and were originally made available e.g. in the book [18] on the Internet.) Let us call these parts “parts of an appendix character”. Chapter 2 is only of an appendix character (pp.1–105). Because of this appendix character, most of the proofs are omitted from Chapter 2. (Chapter 2 recalls e.g. the logical machinery which we use here from e.g. [18].) Exceptions in Chapter 2 are §§ 2.6, 2.7, 2.8.3; these are not of appendix character. §§ 4.2.3–4.2.5 (pp.182-215) are also of appendix character. The same applies to the various appendices and lists making up the last 59 pages. So, the main text of the dissertation is about 250 pages long. Much of this space is taken up by pictures, intuitive motivation, historical background material designed to improve readability and provide perspective. Summing it up, the lengthiness of this work is a consequence of our ambition to assist the reader.

Convention: We will often refer to the background material Andréka-Madarász-Németi [18] of the present work. Therefore, we will abbreviate it as AMN [18]. The other background materials Andréka-Madarász-Németi [16] and [21] are also important and they will be abbreviated as AMN [16], AMN [21]. The main results of AMN [18], [21] are intended to constitute part of this dissertation. However, for lack of space, they will be recalled only very briefly and partially cf. e.g. §4.6 herein. The results quoted in this work from the above mentioned background materials [18], [16], [21] were obtained by the present author.
have more ambitious goals in mind.\(^3\) Such are e.g. using logic for a deeper understanding of relativity, using logic for bringing “modularity” or a so-called “lego-toy-world” character into relativity by making it decomposable into a hierarchy of weaker, simpler theories (with clear intuitive meanings) which in turn can be re-assembled in many different ways. This way, among other things, we would like to make relativity more flexible and more easily combinable with other theories. The main goals of this work are summarized in more detail in AMN [18, §1.1], [7]. We do not recall them, but very roughly they are: deeper (and clearer) understanding, insights, logical analysis, addressing the so-called “why-type” questions\(^4\), and eliminating the so-called tacit assumptions.

Besides the famous predecessors Gödel, Einstein and Tarski we have to mention Reichenbach who as early as 1924 began his relativity book by emphasizing the importance of the branch of logic called definability theory for relativity theory, cf. Reichenbach [218, pp.3-11]. (Reichenbach wrote important monographs on relativity as well as on logic.)

### 1.1 Historical perspective and some of our goals

More motivation, and a careful, more clearly elaborated formulation of our goals (in the present work) is available in AMN [18, Chap. 1] (the introduction of [18]), in the introduction to Chapter 4 (i.e. §4.1) herein, and in the introduction of Tőke [262]. We think that Andai-Andrēka-Madarāsz-Németi [7] may be particularly helpful in this connection. Below we recall only a subset of the motivating ideas/goals in the above quoted works and only briefly.

Tarski formalized geometry as a theory of first-order logic. The point here is to use only first-order logic; no external “devices” or tacit assumptions are allowed to enter the picture. Motivated by Tarski, P. Suppes [242] raised the problem of formalizing the theory of special relativity as a theory purely in first-order logic.\(^5\) This problem was studied by Ax, Goldblatt and others. In the present work we want to work on a “programme” which is related to the just quoted one (e.g. insist on using only first-order logic) but is slightly more general (than the quoted one) in various respects, e.g. in the following one. A possible approach to axiomatizing special relativity in first-order logic (FOL) would be the following: Axiomatize, first, Minkowskian geometry in FOL and then try to build a relativity theory on top of that. Here, we want to develop a different, in some sense a more ambitious, approach. Namely,

---

\(^3\)If we wanted only to build up special relativity in first-order logic, that could be done in less than 150 pages. The reader can convince himself of this by leafing through Chapter 2 of the present work together with AMN [16]. (In an appendix of [102], Goldblatt already formalized in pure first-order logic an “only-the-heart” fragment of special relativity, where see p.7ii for “only-the-heart” approaches.) We are mentioning this to illustrate that besides formalizing special relativity and some of its generalizations in first-order logic, we have more ambitious goals in mind here.

\(^4\)For a mathematical logical exposition/investigation of why-type questions with applications to foundation of science cf. e.g. Hintikka-Halonen [128]. We note that the volume [76] by distinguished physicist Earman also discusses why-questions in connection with foundation of physics, and so does David Deutsch [71] (in a slightly different sense).

\(^5\) There are certain methodological reasons why we want to stick with (possibly many-sorted and perhaps modal) first-order logic (FOL) as opposed to using higher-order logic with its standard semantics. These reasons are connected with the fact that higher-order logic is not absolute in the set theoretic sense cf. e.g. Barwise-Feferman [45], e.g. p.33, below item 2.1.1, and §XVII.2.1., and therefore no effective complete proof system can exist for higher-order logic. Putting it more bluntly: There is no completeness theorem for higher-order logic, moreover it is impossible to obtain a completeness theorem for higher-order logic (this follows e.g. from Gödel’s incompleteness theorem). The above mentioned reasons for sticking with FOL were presented at various logic conferences in Amsterdam (during the period 1994-1998) and can be (partially) recovered from Sain [228], cf. also Johan van Benthem [266]. We collected, explained and elaborated several of these reasons in the Appendix entitled “Why first-order logic?” of AMN [18, pp.1245-1252].
1.1 HISTORICAL PERSPECTIVE AND GOALS

primarily (or firstly) we want to write up a natural and convincing axiomatization, call it Specrel, of special relativity in FOL, and then we want to study and develop this first-order theory Specrel, so that studying Specrel would lead us to “deriving” something like Minkowskian geometry as a “theoretical construct” (i.e. Minkowskian geometry will show up as a “theoretical consequence” of our “primary” theory Specrel). One of our reasons for this preference is that we want to start out with axioms about the subject matter of special relativity (i.e. motion etc.) which are self-evident (in some sense). In other words, we would like to derive (in some sense) relativity theory from easily comprehensible, natural axioms which are convincing (and acceptable) even for the outsider (who does not know anything about relativity). All discussions will be in terms of simple concepts. When formalizing our (language and) axioms we will confine ourselves to a very plain language, using such easily comprehensible concepts as “bodies” or “observers”. Whenever we need more complex concepts like “energy”, “entropy” or “curvature of space-time”, we will first define these, as a logician would do, in terms of our plain language. This allows us to make the axioms with which we started subject to debate: both because of the plain language in which they are expressed and because of the purely logical nature of our reasoning.

Sometimes physical theories are formalized in the following style: Only the “heart” (in some sense) of the theory is formalized; and then the so obtained formal theory comes together with a non-formalized, natural language explanation of how to use the formal theory. This natural language text is often called the “interpretation” of the formal theory. An example of such an only-the-heart approach would be formalizing e.g. Minkowskian geometry in first-order logic and then writing an explanation in natural language on how to use Minkowskian geometry for solving problems in special relativity. In the present work we intend to formalize the whole theory and not only the heart. In particular, we want to obtain a formalized theory which contains its own “interpretation” (where the word “interpretation” is used in the above sense). Efforts will be made to keep the axioms both “observational” and simple; and to maintain a standard of discussing, analyzing and refining their intuitive meanings. At the same time, theoretical concepts etc. will also be studied, but they will be left to be discussed when we feel that we can tell why we introduce them.

After formalizing the theory we also develop it to some extent and then use the formalized version to analyze the logical structure of the theory. If someone wants to build up special relativity in first-order logic, that can be done in a little fraction of the size of the present work (cf. footnote 3 on p.6). The purposes of the present work are much more ambitious than just formalizing special relativity theory. Here we want to do things with relativity theory, using the tools of modern mathematical logic, that could not be done without mathematical logic. E.g. we want to analyze the logical structure of relativity theory, to see why relativity theory is built up the way it is and what would happen if we built it up differently. One of our further aims has been to build up a version of relativity which has a modular and “lego-toy” character. For an explanation of this goal we refer to §3.1 (p.105).

Another motivation for building up relativity theory in logic, which we quote from Chap. 1 of AMN [18], is the following. First we quote from the book Matolesi [187, p.11].

---

6Just as the language of set theory is very simple: it contains only one binary relation symbol for the set theoretic membership relation.

7It is the above described only-the-heart approach which has lead to the so-called interpretational problems in some parts of physics, cf. e.g. Tőke [262].

8analogously to as e.g. set theory is built up in first-order logic.
"Mathematics reached a crisis at the end of the last century when a number of paradoxes came to light. Mathematicians surmounted the difficulties by revealing the origin of the troubles: the obscure notations, the inexact definitions; then the modern mathematical exactness was created and all the earlier notions and results were reappraised. After this great work nowadays mathematics is firmly based upon its exactness.

Theoretical physics — in quantum field theory — reached its own crisis in the last decades. The reason of the troubles is the same. Earlier physics has treated common, visible and palpable phenomena, everything has been obvious."

... "It is quite evident, that we have to follow a way similar to that followed by mathematicians to create a firm theory based on mathematical exactness; having mathematical exactness as a guiding principle, we must reappraise physics, its most common, most visible and most palpable notions as well. Doing so we can hope we shall be able to overcome the difficulties."

Mathematics solved the above problem by using logic. Here we will experiment with doing the same in relativity theory, that is, build up (at least parts of) relativity theory in first-order logic.\(^9\)

We also note that several physicists and cosmologists\(^10\) suggested using a branch of algebraic logic called topos theory as a better framework for a clearer understanding of certain issues in relativity theory, cosmology and related areas. Cf. e.g. Isham-Butterfield [137], Markopoulou [182], Crane [63], Smolin [236], Smolin [237, pp.27-31, 46-47, 219] where e.g. the expression “cosmological logic” is extensively used (cf. e.g. p.30, line 5 bottom up).

1.2 Some connections with the literature, related work and predecessors

To our knowledge, the first attempt at a deductive treatment of relativity is due to Reichenbach [218], but we mention also Robb [223] which is earlier but which seems to be an “only-the-heart” approach. Although no explicit logical framework is present in [218], [218] can be considered a second-order logic approach analogous with Hilbert’s second-order logic discussion of Euclidean geometry in [125].\(^11\) The requirement of using basic, observation-oriented terms as primitives is made explicit by Reichenbach in his general philosophy of natural sciences.

The first logic-oriented results related to relativity are due to Robb [223], who aimed at deriving the geometrical structure induced (in some sense) by the binary relation ‘being after’ over events (in the sense indicated above). Despite the apparent similarity of Minkowskian geometry to Euclidean geometry, the absence of a comprehensive axiomatization allowing foundational and metamathematical discussions of the former is pointed out by Suppes [242], who proposes the idea of a first-order formalization of Minkowskian geometry. (He might also be interpreted as proposing a broader project of a first-order axiomatization of special relativity. The identification of special relativity with its “heart” [or theoretical core], i.e. Minkowskian geometry, is not rare in the literature. As we have already mentioned, we consider this identification as unfortunate.\(^12\)) Such a treatment of Minkowskian geometry was provided in turn by Goldblatt...

\(^9\)The foundation of mathematics (i.e. axiomatic set theory) is also formalized in first-order logic.

\(^10\)e.g. L. Smolin, F. Markopoulou, C. J. Isham, J. Butterfield, L. Crane and others

\(^11\)Some definitions and axioms in Reichenbach's work suggest the impossibility of a first-order translation. Reichenbach did not aim at a first-order logic formalization of relativity.

\(^12\)Such identifications are typical examples of what we call “only-the-heart” approach.
[102]. From the point of view of special relativity as a comprehensive physical theory, Goldblatt’s study can be regarded as an “only-the-heart” approach. We mention also Schutz [231], whose axiomatization is in second-order language, but is distinguished by the discussion of the independence of its axioms; Ax [36], which aims at deriving Minkowskian geometry from observational primitives similar to those in Reichenbach’s approach; and Mundy [196], who presents a systematically simplified second-order axiomatization related to Robb’s treatment. We should also mention Montague [195, §11] which represents a model theoretical (hence also logical) approach to physical theories of motion. (Montague was a student of Tarski and became famous for successfully applying the methodology of model theory [and logic] outside of pure mathematics.) Friedman [91] is strongly related to the present work in several ways. E.g. it uses model theory (of logic) just as we do. Also, it puts much effort into logical analysis of relativity theories like we do. The present list of references to related work is far from being complete. Further references can be found in the bibliographies of the works we quoted. For further motivation and related work we refer to AMN [18], Ax [36], van Benthem [264], Busemann [55], Friedman [91], Goldblatt [102], Matolcsi [187], Mundy [196], Rakić [215], Reichenbach [218], Schutz [231] and Suppes [242]. For further related logic-oriented approaches to axiomatizing relativity we refer to the references in the introduction of Schutz [231], Reichenbach [218] is a rather important reference in this direction. In our list of references we include further related work.

The question naturally arises: What is new in the present work (relative to the above references)? A short answer is that we continue where our predecessors stopped. The idea of starting theory building from the observational side (of the observational/theoretical distinction), mentioned above briefly but outlined in more detail in AMN [§1.1][18], already appears in Reichenbach’s work but is not implemented there in first-order logic. The idea of restricting our tools strictly and consistently to (many-sorted) first-order logic is carried through in Goldblatt [102], but he does not go beyond the “only-the-heart” approach.

There seems to be a point where most of the above quoted authors seem to stop. This is, more or less, the following.\textsuperscript{13} Roughly speaking, they write up axiom systems, then prove that the axiom systems have certain desirable properties.\textsuperscript{14} But sooner or later they seem to stop. With some exaggeration one might say that in the present work the real fun begins after we have written up some suitable axiom systems and after we have proved that these have the desirable properties.

In connection with the above we would like to point out the following. If we want to do the logical analysis of a theory (which is not yet in logical form), say of special relativity, the first step is to build an axiom system in the language of the logic we have chosen, which will be our “logicized” version of the theory in question. Then we prove that this “logicized” theory is indeed about the subject matter we wanted to analyze (and not about something else). Let us call this Step 2. However, it is only after Step 2 that we can really start applying the methods of mathematical logic to analyze the so obtained logic-based theory of whatever we wanted to study, e.g. that of special relativity. In passing we note that during this analysis, among other things, we will probably experiment with changing the axioms, so e.g. we end up with having

\textsuperscript{13}We quoted so many works that it is hard to make categorical statements about them. Therefore what we write here is intended to be a “general impression” only, allowing exceptions etc. and not a careful critical study of the literature.

\textsuperscript{14}E.g. if the author’s aim was to axiomatize Minkowskian geometry, he proves, say, that every model of the axiom system is representable by a Minkowskian geometry over some real closed field.
several concurrent logic-based versions of special relativity.\textsuperscript{15} \textsuperscript{16}

1.3 On the results of this dissertation

Without aiming for completeness, below we list a few of the results of the dissertation (and related works by the author) to which we would like to draw the reader’s attention.

(i) In section §4.3 (‘‘definability’’) we further develop a well established branch of mathematical logic called \textit{definability theory}. The application of definability theory in relativity was already emphasized in the classic relativity book Reichenbach [218], this emphasis on definability has been growing ever since as illustrated e.g. by Friedman [91] or Rakić [215, §2.5, p.39].\textsuperscript{17} The classical theory of definability is restricted (mainly) to one-sorted logic and the new things that can be defined are new relations (or functions) between old individuals. In §4.3 of the present work we extend the theory to many-sorted logic, and besides new relations (between “old” individuals) we also allow defining new \textit{universes of individuals}, i.e. new sorts. We extend various ones of the central theorems of definability to the new situation, e.g. we have a new, extended version of Beth’s theorem on the eliminability of implicit definitions (cf. Corollary 4.3.49, p.268). This part of the dissertation is strongly related to works of Shelah, Pillay, Hodges and others, cf. e.g. pp.245, 268 herein, § 12.5 in Hodges [130] and items (1)-(3) on p.169 in Hodges-Hodkinson-Macpherson [131].\textsuperscript{18}

Definability theory usually involves the so-called Beth properties together with the Craig (interpolation) properties, the two of which are strongly “interwound”. As usual, we refer to these two properties and their variants as “the definability properties” of logics. We indicate at the end of §4.3 and in §A.3\textsuperscript{19} that the definability results reported in this work form only

\textsuperscript{15}An example of what we are saying is Tarski’s and his followers’ (Tarski et al.’s for short) first-order-logic-based approach to geometry. They, too, begin with writing up axiom systems for geometry and proving so-called representation theorems (which prove that the axiom systems describe the mathematical structures that the authors wanted to study). This is what we called Step 2 above. Indeed, it is only after this Step 2 (and on the basis of Step 2) that the main bulk (the main results etc.) of the theory developed by Tarski et al. unfolds (or in other words, is developed). Further, this mathematical logic-based theory of geometry (initiated by Tarski et al.) is not finished or “closed down” even today; it is still under development; it continues to provide new insights into the original subject matter (and into related subjects).

Another example is provided by Tarski’s theory of cylindric algebras. Tarski wrote up the axioms of this theory a long time ago, and then he proved a representation theorem, saying that locally finite cylindric algebras are exactly those structures which he originally wanted to axiomatize, cf. [120, Part I]. This part of the theory could be written up and fully proved in not more than 50 pages. However, the main bulk of the theory of cylindric algebras came into existence after these Step 2-type results were obtained, and in 1985 they already filled two volumes, which together make up almost 1000 pages (cf. [120, Parts I, II], [211]). Ever since then new results have been added to the theory of cylindric algebras leading to deeper and deeper understanding of the subject matter for which Tarski initiated the study. (Very roughly, this subject matter can be summarized as the development and understanding of the theories of quantifier logics in a structuralist (or algebraic) perspective.)

\textsuperscript{16}For completeness, we note that the following works are also connected to the present one: [171], [15], [57], [66], [77], [92], [133], [270].

\textsuperscript{17}The logical theory of definability (e.g. the notions of implicit and explicit definitions) can be traced back to Hilbert [126] (Hilbert calls implicit definitions “axioms”, and explicit definitions “explanations”), while it was Tarski’s 1936 paper which gave the field its first big impetus. (Indeed, definability remained one of Tarski’s main interests all his life.)

\textsuperscript{18}The fact that we allow definitions of new \textit{sets of entities} (i.e. new universes or sorts) besides new relations between old entities renders generalization of definability theory to the new situation not easy, e.g. we need to use recent results of Shelah, Pillay, Hodges and others which are based more of less on a definability result of Michael Makkai and C. C. Chang, cf. [60, Thm.5.3.6], or Hodges [130, Thm.12.4.1].

\textsuperscript{19}and at other parts of the “duality theory” section §4.5
a part of a broader perspective of definability investigations conducted by the present author. E.g. Tarski and his co-workers Henkin and Pigozzi introduced and started to study the schema version of first-order logic in the late 1950’s (cf. e.g. Henkin-Tarski [123]) the definability properties of which remained open problems summarized in algebraic form in Pigozzi [212]. In papers related to the present work the present author answers all of these problems, cf. e.g. Madarász [167], [163], [178]. For proving these results she elaborated a duality theory of the kind presented (for relativistic purposes) in §4.5 herein, cf. Madarász [164], [166], [170], [163].

(ii) Using Tarski’s elimination of quantifiers for real-closed fields, in Chapter 4 we prove certain properties of the relations that are definable in our relativistic models and in relativistic geometries (cf. Chapter 4, proof of Thm.4.2.23, pp.168-174).

(iii) Roughly, there are two main approaches to relativity. The first one uses observation-oriented models based on observers, clocks, coordinate frames, photons etc. This approach is preferred e.g. by the logical positivists, cf. e.g. Reichenbach [218]. For brevity, we will call this approach “observational”, and its models \( M \) observational models. The other approach starts out at the other side of the observational/theoretical duality: it defines abstract, streamlined mathematical objects called geometries, and interprets the ideas of relativity in terms of these geometries. We use the German letter \( G \) to denote such a geometry. We use our new definability theory mentioned in item (i) above to prove that these two worlds of relativity theory are definitionally equivalent. I.e. we prove that the world of observational models, the \( M \)’s, and the world of geometries, the \( G \)’s, are definitionally equivalent, cf. Thm.4.3.38, p.261. Actually, we do much more than this: Instead of a single relativity theory, in this work we investigate a hierarchy of progressively weaker relativity theories. The word “weaker” can be interpreted here as “more general” or “more flexible”, too. In Thm.4.3.38 (p.261) we prove that under some mild assumptions on our relativity theory \( Th \), the class \( \text{Mod}(Th) \) of observational models associated to \( Th \) is definitionally equivalent with the class \( \text{Ge}(Th) \) of geometries associated to \( Th \).

In our definability section §4.3 we show that definitional equivalence is an extremely strong kind of equivalence which means that under the conditions of the above theorem, \( \text{Mod}(Th) \) is the same thing as \( \text{Ge}(Th) \), the only difference between the two being merely notational. This also implies that the two approaches to relativity quoted from the literature are not so incompatible as one might think, one can switch from one to the other and back without any danger of loss of mathematical precision.

We also established a strong connection between the two worlds \( \text{Mod}(Th) \) and \( \text{Ge}(Th) \) of relativity, which does not require the conditions of Thm.4.3.38. This is done in the duality theory section (§4.5) where we elaborate strong duality theories between the observational world of relativity and the theoretical world of relativity. This is done e.g. in Thm.4.5.57 (p.328), items A.2.9-A.2.12 (p.A-13), Thm.4.5.43, p.315. One way of summarizing (some of) our duality results is the following: They establish the existence of strong category theoretic adjoint functor pairs acting between the observational world \( \text{Mod}(Th) \) and the geometrical (or theoretical) world \( \text{Ge}(Th) \), under practically no condition on \( Th \). Here the worlds \( \text{Mod}(Th) \)

\[ \text{we mean the ones which were not solved earlier} \]

\[ \text{Some of the problems we have in mind were formulated by Tarski (and his co-authors) in the 1950’s, were studied in the meantime by several authors, e.g. by Coner, Pigozzi, Andréka, Sain, Németi, and were finally solved in Madarász [167].} \]

\[ \text{Or equivalently, we prove that certain relations cannot be defined.} \]

\[ \text{For the observational/theoretical distinction cf. the introduction of Chapter 4 here, and §1.1 in AMN [18].} \]

\[ \text{For motivation to studying \( \text{Mod}(Th), \text{Ge}(Th) \) and their interconnections we refer the reader to the introduction of Chapter 4.} \]
and Ge(Th) are regarded as categories. If we add conditions on Th, the adjoint situation becomes nicer and nicer until it becomes an equivalence of these categories. Actually, we present two different kinds of dualities (between “observational” and “theoretical”), these are the (G, M) duality of Thm.4.5.11, while the other one is the (Go, Mo) duality of items A.1.10-A.1.11, A.2.9(ii). Each of these has its advantages, E.g. (Go, Mo) abstracts from the units of measurement and in “return” has a nicer mathematical theory. Cf. also Appendix A on farther reaching implications (and connections) of this “duality”-approach.

(iv) Usually, relativity theory is derived from various “postulates” formulated in natural language and from tacit assumptions which are not stated but only used. This gives the theory a kind of pseudo-axiomatic flavour. Among other things, we replace these postulates and tacit assumptions by precisely formulated axioms in the language of first-order logic.25 One of the usual postulates is that the world-view transformations between (world-views of) observers are collineations.26 In Thm.3.2.6 we prove that this postulate (or axiom) is superfluous because it is provable from the rest of the usual assumptions (which are of a much more basic and natural character). Moreover, we prove a statement stronger than this, namely, we prove that this collineation property follows from a very little fraction Pax of the tacit assumptions which are taken for granted in every presentation of every version of special relativity. This very weak system of axioms Pax is formalized on p.109,27 and Thm.3.2.6 says Pax \vdash “the world-view transformations are collineations”. The point in this theorem is not the strength of its conclusion, but the weakness of its assumption, Pax.

A further axiom of relativity, more often debated and criticized, is the no FTL axiom which says that observers cannot move faster than light (relative to each other). The usual justification of this axiom is highly speculative and has been criticized by leading scientists, like Kurt Gödel or David Lewis [157]. Cf. also Gödel [99], [100]. The axiom itself has been much debated e.g. by the so-called tachyon theorists (cf. e.g. Davies [69], Feinberg [85], Mocanu [193], [220], [219], Gott [106] or Andai [5]), and also by recent papers based on new solutions of Maxwell’s equations, cf. e.g. Motači-Rodrigues [188], Donelly-Ziolkowski [74], [43], [224].28 At the same time, such extremely careful works as Reichenbach’s book [218] on axiomatization of relativity assume this statement as an axiom. In Chapter 3, we prove that the no FTL observer axiom is superfluous in the sense that it is provable from a very small fragment \( \text{Bax}^- \) of the remaining axioms which in turn are always assumed in the literature. \( \text{Bax}^- \) consists of Pax together with some extremely mild assumptions on photons. In Thm.3.2.13 (p.118) we prove

\[ \text{Bax}^- \vdash “no FTL observers exist”. \]

Again, the point is that our assumption part \( \text{Bax}^- \) is very weak and intuitively convincing. Moving in the direction of general relativity, we also introduce the “local” version \( \text{Loc}(\text{Bax}^-) \) of \( \text{Bax}^- \). This local version is even more general, i.e. weaker than \( \text{Bax}^- \) in that, as in general relativity, we make assumptions about observers etc. only “locally” (in some sense). In Thm.3.2.15 we push through our no FTL theorem for this local theory \( \text{Loc}(\text{Bax}^-) \), too.29

---

25 Then we analyze the so obtained formal theory of first-order logic in various directions, in various ways, asking various kinds of questions etc., cf. the introductions of Chapter 3 and Chapter 4 for some of these research directions.

26 Cf. e.g. Einstein [80, Appendix for §1.1 (p.125 in the Hungarian translation)], Nagy [200, p.233, lines 28-30], or Friedman [91, p.139 lines 1-3]. Usually, the tacit justification for this postulate is that it is easy to work with linear transformations and that this postulate does not lead to contradictions.

27 Pax is already assumed in the Newtonian and Galilean theories of motion (besides the modern ones).

28 Cf. also the notes and footnotes in §2.7 (“FTL in two dimensions”), pp.70-73.

29 For this theorem we had to localize the conclusion [no FTL], too, since the existence of certain cosmological models shows that in general relativity the global form of no FTL fails.
In Thm.3.2.15 we establish, under some mild assumptions, that\footnote{An interesting feature of Thm.3.2.15 is that (roughly, it is even stronger than Thm.3.2.13 and) because of the local nature of our assumptions, there seems to be no chance [not even a remote one] of trying to obtain an Alexandrov-Zeeman type of alternative proof for it. (Cf. AMN [18, Remark 3.1.14] for Alexandrov-Zeeman type proofs in this context; cf also AMN [18, §6.7.2(I) on p.1156].)}

\[ \text{Loc}(\text{Bax}^{-[\oplus]}) \vdash \text{“no FTL observers exist”}. \]

We also prove that within the non-local paradigm, Thm.3.2.13 is “best possible” in the sense that if we weaken \( \text{Bax}^{-[\oplus]} \), but stay in our hierarchy of non-local theories, the conclusion does not follow, cf. Thm.3.2.14; this negative result is improved in AMN [18, §4.8], e.g. in Thm.4.8.12 therein (cf. (E6) on p.641 there).

(v) As mentioned earlier, several of our studies are motivated by preparing the road for generalizing towards accelerated observers\footnote{Cf. AMN et al. [25], [26].} and eventually general relativity. Two examples are the operator \( \text{Loc}(\text{\(-\)}) \) in Chapter 3 (fully reported on in §4.9 of AMN [18]); and §4.7 herein devoted to geodesics. The results in §4.7 show that our first-order logic based approach is suitable for studying \emph{geodesics}. Among other things, we exhibit a strange property of geodesics which shows up even in the most classical (relativistic) situations. Namely, if we use (one of) the usual (mathematically precise) definition(s) of geodesics (cf. e.g. Busemann [55] or the book “Geometry of geodesics” [54]), in the Robb planes all sorts of strange curves will count as geodesics. Actually, all curves in any Robb plane count as geodesics. Cf. Thm.4.7.12, Corollary 4.7.13 (pp.361-363). Then we suggest an extra condition (Condition (***)) on p.352) which, when added to the definition of geodesics, removes this anomaly (but does not remove the curves that are desirable as geodesics).

(vi) The approach elaborated in the present dissertation makes it possible to have a precise mathematical comparison of the three competing relativity theories, the Einsteinean one, the Reichenbachian one, and the Lorentzian one, cf. Szabó [243] for these and the debates they have provoked. The idea is outlined in Chapter 3 and is fully presented in AMN [18, §4.5]. There a completely transparent mathematical connection is elaborated between the first two of these theories, so that they need not compete: they can cooperate. E.g, a so-called transfer principle\footnote{transfer principles are special tools of mathematical logic} is elaborated there by which each model of the Reichenbachian theory can be obtained from an Einsteinean model by an algebraic operation called relativization. In the other direction, all Einsteinean models are also Reichenbachian. The results in AMN [18, Chapter 4] give us practically full mathematical control over the connections between the first two of these three distinguished approaches to relativity.\footnote{In algebraic logic, there is an especially successful method called relativization which goes back to early work of Henkin and Tarski. We found two natural counterparts of this method for studying relativity. These counterparts are connected to the operators \emph{Reich(\(-\))} and \emph{Loc(\(-\))} introduced in Chapter 3 and further elaborated in AMN [18, §§4.5, 4.9]. Cf Andrěka-van Benthem-Németi [32], Andrěka-Goldblatt-Németi [11], Németi [203], Madarász [169]. This fact illustrates a further connection between the present work and Madarász [160], [161], [164], [166], [176], [23], [20].} We plan to extend this investigation to the Lorentzian version of relativity, too.

(vii) Throughout the dissertation we tried to keep our assumptions (explicit and tacit alike) at the barest minimum for proving (hopefully) strong and interesting results. We feel that at most places we managed to prove from a small number of transparent and clear assumptions interesting and exotic predictions of relativity.\footnote{We did not even use the assumption that the field of quantities we use is Archimedean or even Euclidean.} This effort is also relevant to the goal of
answering the “why”-type questions summarized in AMN [18, §1.1 items (I), (III), (V), (VI), (IX) therein].

(viii) One can test the power of the methodology for logical analysis of relativity by trying to derive the main predictions of relativity from as little as possible. Some motivation for doing this was already mentioned above. Below we summarize a similar experiment in a different direction. Following suggestions from Gyula Dávid\textsuperscript{35}, the present author used the methods elaborated here to derive by purely logical methods the predictions of special relativity from fairly natural assumptions not involving photons or anything remotely related to electrodynamics. It is important here to emphasize that the logical language we used did not allow mentioning even implicitly anything related to electrodynamics (such as e.g. photons). Another thing to emphasize is that the number of axioms was small and they were natural, transparent and convincing axioms. The set of axioms used can be found herein in the List of Axioms under the name Relnoph (relativity with no photons) on p.A-30. Further, the derivation used only pure logic and nothing like, say, “physical intuition” or common sense. The final result of the derivation said, roughly, that the world is either Newtonian, or it satisfies special relativity. The details are in AMN [18, Chapter 5] and special thanks are due to Gyula Dávid for ideas, suggestions and encouragement.\textsuperscript{36} His version of a similar paper is in preparation, cf. Dávid [68]. A related idea is in the paper Gnädig et al. [49] which avoids photons just as Dávid and we did but does not avoid electrons or the fact that two wires carrying electric currents attract each other (if the currents are parallel).

(ix) Recently there has been an extensive debate, in the literature of relativity theory and related areas, concerning the connections between relativity (and its possible variants) and Gödel’s incompleteness theorems.\textsuperscript{37} These debates were triggered by the programme of searching for a “final theory” (or sometimes T.O.E.) proposed by Hawking, Weinberg and others. Cf. e.g. Hájek [112, p.291], Stöltzner [240], Dyson [75, p.53], Regge [216, p.296] for criticism using Gödel’s incompleteness theorem as a “weapon” against the “final theory”. We investigate the issue and answer some questions in AMN [18, §3.8 (pp.294-346)], §4.5.5 herein, in [16], in [17], in Chapter 7 of [19]. Cf. also the “Laws of nature” part of Chapter 6 in AMN [18].

On the methods of the dissertation. The theory of definability is one of the unifying themes of the publications quoted herein by the author, including her first refereed publication [161] and the present work. (It is only fitting to note here that the theory of definability was initiated by Hans Reichenbach in 1920-21 when writing one of the first books on relativity [218].) For more on the methods of the dissertation (and related results of the author in refereed journals) we refer to e.g. Appendix A.

1.4 Outline of the dissertation and on some of our aims

As already indicated, all our axioms will be formulas of first-order logic. We do not want to make our axioms generate a complete theory.\textsuperscript{38} Our purpose is the opposite: we want to make

\textsuperscript{35} Department of Physics, ELTE University, Budapest

\textsuperscript{36} At the end of AMN [18, §5.2 (p.751)] we trace the history of the basic idea back for a considerable time, but none of these historical papers were free of tacit assumptions and they did not attempt a purely logical derivation.

\textsuperscript{37} There are several of these varying in strength. Therefore there are several Gödel incompleteness properties of theories.

\textsuperscript{38} A theory $T$ is called \textit{complete} iff for every sentence $\varphi$ in the language of $T$, exactly one of $\varphi$ and its negation ($\neg \varphi$) follows from $T$. 
our axioms as weak (and intuitively acceptable and convincing) as possible while still strong enough to prove interesting theorems of relativity theory.\(^{39}\)

When introducing a new axiom, say Ax, we will investigate why Ax is plausible, why we (or a student) should believe in Ax, why we need it, and what would happen if we omitted it. This way we will obtain a relatively small set, called Basax (for basic axioms), of convincing (almost self-evident) axioms. Basax will be our first “possible” axiom system. Later, as a result of studying Basax, we will introduce and study a hierarchy of axiom systems (or of possible special relativity theories) in which hierarchy Basax will be neither the strongest nor the weakest theory. In AMN [18], the present author investigates how many different complete theories \(Th \supseteq\) Basax exist, which are possible consistent extensions of Basax.\(^{40}\)

Chapter 2 begins with introducing the logical framework (e.g. language) for the whole of this work. Different logical “vocabularies” will appear only in Chapter 4 (where refinements of the idea of a logical framework for relativity will also be discussed, cf. e.g. Remark 4.7.3). Then we introduce and discuss Basax, our basic axiom system for special relativity theory. We also study it there to some extent, e.g. we prove that Basax is consistent, that in dimension two it permits faster than light (FTL) observers, which in turn leads to time-travel-like phenomena, and that the latter does not lead to logical paradoxes i.e. “Basax + there are FTL observers” is consistent (in dimension 2). In this chapter we also prove from Basax what we call the “paradigmatic effects” of relativity: moving clocks slow down, moving clocks get out of synchronism, and moving meter-rods shrink. In section 2.8 we experiment with adding a strong symmetry axiom, Ax(symm), to Basax. Roughly, this symmetry axiom can be considered as an “instance” of Einstein’s (special) principle of relativity, cf. §2.8.3 (p.84). We will find that adding a very natural and transparent axiom to Basax yields a theory which completely reproduces the usual, standard version of special relativity (i.e. the one based on Minkowskian geometry).\(^{41}\) Actually, this extra axiom will be a version of Ax(symm). We call this extended theory Specrel.

In Chapter 3, we elaborate the “lego-toy-world” character (or modular character) of our logic based approach to relativity. We start out from the theory Specrel, and decompose it into a hierarchy of more refined, flexible and general theories. Since Specrel has only a small number of axioms, we can get a really big and really fine-tunable hierarchy of theories only if we break up the axioms of Specrel to a great number of weaker, more refined new axioms. Some of the so obtained theories are so general that they are “local” in the sense that observers use only a subset of our usual Cartesian coordinate system \(\mathbb{R}^4\) instead of the whole of \(\mathbb{R}^4\). This is a generalization which will be useful when moving towards theories of accelerated observers or eventually towards general relativity. Then we use this hierarchy to get a handle on the why-type questions, namely, we take interesting predictions of relativity and try to

\(^{39}\)The situation is somewhat analogous with the difference between classical number theory studying the standard model \(\mathbb{Z} = (\mathbb{Z}, +, \cdot, -, 0, 1)\) consisting of the set \(\mathbb{Z}\) of integers, and theory of numbers as a part of abstract algebra, e.g. ring theory (or the theory of fields) where we study a broad class \(K\) of all rings of which \(\mathbb{Z}\) is only a very special element. Sometimes when we prove theorems about \(K\), we say (or feel) that we understand more (or better) why that theorem is true for \(\mathbb{Z}\). In this analogy, classical, standard special relativity is analogous with the complete theory of \(\mathbb{Z}\) while the version we are describing here is analogous with the algebraic theory of \(K\). (We note, however, that this analogy is imperfect, as if often happens with analogies.)

\(^{40}\)We also give a structural description of the essentially different kinds of models of Basax, in AMN [18, Chap.3].

\(^{41}\)The connections between standard Minkowskian geometry and our more flexible (or more general) versions of relativity are discussed in greater detail in Chapter 4, but cf. also AMN [18, §3.9 (“Symmetry axioms”)].
isolate the weakest theory in the lattice from which the prediction in question is provable. An example is the “no faster than light observers” theorem (no FTL observers for short) for which the weakest theory is identified in Theorems 3.2.13-3.2.15. This kind of investigation, including a pursuit of why-type questions, is pushed much further in AMN [18, Chap. s 4, 5], Madarász [168], [172], [173], [174]. More generally, the subject matter of Chapter 3 is pursued in greater detail (with more results, more historical motivation etc.) in AMN [18, Chap. s 4, 5]. At the end of Chapter 3 we arrange the theories in our above mentioned hierarchy into a fairly natural lattice. We refer the reader to the introduction of Chapter 3 for more intuitive motivation.

In Chapter 4, we “discover” that there is an “observer independent” geometry sitting inside each model $\mathfrak{M}$ of, say, $\text{Bax}$; where $\text{Bax}$ is one of the weak theories introduced in Chapter 3. (In particular, $\text{Basax} \models \text{Bax}$.) If $\mathfrak{M}$ is a model of $\text{Specrel}$ mentioned above, this geometry agrees with the standard Minkowskian geometry. Further, we elaborate a so-called duality theory acting between the “world of certain kinds of geometries” on the one part, and the world of our observation-oriented models $\mathfrak{M}$ on the other. We could call this duality a duality between the so-called “observational worlds” (the $\mathfrak{M}$’s) and the “theoretical worlds” (the geometries). This duality theory works not only for the “simplest” theory $\text{Basax}$ we started with, but also for practically all the (more general and more refined) theories introduced in Chapters 3, 4. Extensive intuitive motivation for Chapter 4 is presented in its introduction §4.1. This motivation explains and uses ideas of Einstein, Gödel, Mach, Reichenbach and sketches a historical background ranging from William Occam (14th century) through Leibniz, Kant and the logical positivists to followers of Gödel and others. These ideas together with the above mentioned duality theory lead to a series of questions in definability theory (a branch of mathematical logic). Therefore a major section, §4.3, of Chapter 4 is devoted to new results in definability theory, making the advancement of this branch of logic to be one of the major themes of Chapter 4. The results are then applied to relativity. E.g. we prove that all our “theoretical” concepts are definable from “observational” ones. Further, we prove that the above mentioned observational world (the $\mathfrak{M}$’s) and theoretical world (the $\mathfrak{G}$’s) are definitionally equivalent, under some assumptions. We close Chapter 4 with defining and investigating geodesics in our new, logic based framework. (Geodesics play a role in further, more general theories.) For the outline of Chapter 4 we refer the reader to §4.1 (p.129).

At the end of this work there are various appendices, lists (of e.g. axioms, definitions) and similar items designed to assist the reader in various ways.

The introduction §4.1 of Chapter 4 contains extensive material\footnote{ranging from intuitive motivation through historical background to related work} which is useful not only as an introduction to Chapter 4 but also as an introduction to the whole dissertation. Therefore we think it would be useful for the reader to skim through §4.1 before starting to read Chapter 2.

Map of this work to save time

The directed graph in Figure 2 intends to assist the reader in several ways:

(i) It helps to save time in two ways, cf. the “Explanation for Figure 2”.

(ii) It provides a “weighted map”\footnote{by “weighted” we mean the information on importance given by thickness of lines} of this work helping the reader to decide which parts he wants to read first.
(iii) It represents the structure of this work. This might be useful e.g. in forming a “general perspective” after a first reading.

Explanation for Figure 2, interconnections of sections. The thick arrows on the figure represent a minimalist first reading of the “backbone” of this work. We prepared this for the case the reader would prefer first to leaf through the “core” part of this work in order to form a general impression, before reading the whole work. An even more minimalist first reading would involve §§2.1–2.4, 3, 4.1, 4.2.1, first 5 pages of §4.2.3, §4.3, the introduction to §4.5, §§4.5.1–4.5.4, the Gödel incompleteness part of §4.5.5, §4.7. Taking into account that §§2.1–2.9 are regarded as an appendix (cf. p.v), the remaining part of this “more minimalist reading” involves approx. 225 pages.

Assume “a”, “b” are (sub-)section names. Then an arrow $a \rightarrow b$ means that reading “a” is a prerequisite for “b”. A broken arrow between “a” and “b” means that leafing through the main definitions and main ideas in “a” is desirable before reading “b”. Further, sub-sections connected by thick arrows are usually important; if “a” is boxed, then “a” is important, if “a” is in a broken box, then “a” is fairly important. If “a” is in a thick box, then “a” is very important.
Figure 2: a→b means that reading (sub-)section “a” is a prerequisite for “b”. Further, the dashed (broken) arrows a→b mean that leafing through the definitions and main ideas in (sub-)section “a” is desirable before reading “b”.
2 Special Relativity (background)

Since the present chapter (Chapter 2) is of an appendix character, in this chapter we omit almost all the proofs. These can be found in our background book AMN [18]. Some proofs are omitted from AMN [18]; these are available from Judit Madarász.

2.1 Frame language of relativity theory; world-view function

Some set theoretical notation and convention:
\( \omega \) denotes the set of all natural numbers \( \{0, 1, \ldots, n, \ldots\} \). We use von Neumann’s concept of natural numbers, that is,
\[
0 \overset{\text{def}}{=} \emptyset \quad (\emptyset \text{ denotes the empty set}) \quad \text{and} \quad \quad n + 1 \overset{\text{def}}{=} n \cup \{n\} \quad \text{for every} \quad n \in \omega. \quad \text{Therefore, in this spirit we will often write} \\
\quad \quad \quad \quad i \in n \quad \text{for} \quad i < n, \quad \text{where} \quad i, n \in \omega.
\]
\( \mathbb{R} = \langle R, +, \cdot, \leq \rangle \) denotes the ordered field of real numbers (where +, \cdot, \leq \text{ are the usual ones}). 
\( \mathbb{Z} \) denotes the set of all integers.

For any set \( H, \mathcal{P}(H) \) denotes the powerset of \( H \), that is,
\[ \mathcal{P}(H) = \{ X : X \subseteq H \} \]

If \( R \) is a binary relation, i.e. set of (ordered) pairs, \( \text{Dom}(R) \) and \( \text{Rng}(R) \) denote its domain and range, respectively. That is:
\[
\text{Dom}(R) \overset{\text{def}}{=} \{ a : \exists b \; \langle a, b \rangle \in R \} \quad \text{and} \quad \quad \text{Rng}(R) \overset{\text{def}}{=} \{ b : \exists a \; \langle a, b \rangle \in R \}.
\]

A function is a binary relation \( f \) with the property that for each \( x \in \text{Dom}(f) \) there is only one \( y \) such that \( \langle x, y \rangle \in f \). As usual, \( f(x) \) denotes this unique \( y \).

\( f : A \longrightarrow B \) or \( A \xrightarrow{f} B \) denote that \( f \) is a function, \( \text{Dom}(f) = A \) and \( \text{Rng}(f) \subseteq B \).

For an arbitrary set \( H \) and \( n \in \omega \), we often identify the set
\[
^nH \overset{\text{def}}{=} \{ f : (f : n \longrightarrow H) \} \text{ with the Cartesian power} \\
\underbrace{H \times \ldots \times H}_{n\text{-times}} \overset{\text{def}}{=} \{ \langle h_0, \ldots, h_{n-1} \rangle : (\forall i < n) h_i \in H \}. \quad \text{Thus, in particular,} \\
2^H = H \times H.
\]

If \( R \) and \( S \) are binary relations, their composition \( R \circ S \) is defined as
\[
R \circ S \overset{\text{def}}{=} \{ \langle a, b \rangle : (\exists c) \{ \langle a, c \rangle \in R \; \land \; \langle c, b \rangle \in S \} \}.
\]

Therefore, in particular if \( f \) and \( g \) are functions with \( \text{Rng}(f) \subseteq \text{Dom}(g) \), we write their composition the following way\footnote{This is usually used in the reverse order in the literature}:
\[
(f \circ g)(x) \overset{\text{def}}{=} g\left(f(x)\right) \quad \text{for every} \quad x \in \text{Dom}(f).
\]

For a binary relation \( R \) and a set \( X \), the \( R \)-image \( R[X] \) of \( X \) is defined as
\[
R[X] \overset{\text{def}}{=} \{ b : (\exists a \in X) \; \langle a, b \rangle \in R \}.
\]

Therefore in particular for a function \( f \),
\[
f[X] = \{ f(x) : x \in \text{Dom}(f) \cap X \}.
\]

For a binary relation \( R \), its inverse is
\[ R^{-1} \overset{\text{def}}{=} \{ \langle b, a \rangle : \langle a, b \rangle \in R \}. \]

\[ \text{Id}_A \overset{\text{def}}{=} \{ \langle x, x \rangle : x \in A \} \text{ is the identity function on } A, \text{ for any set } A. \text{ When } A \text{ is understood from the context we will write } \text{Id} \text{ in place of } \text{Id}_A. \]

The following is a notation for defining functions. Let \( \text{expr}(x) \) be an expression involving \( x \), and let \( D \) be a set. Then
\[ \langle \text{expr}(x) : x \in D \rangle \overset{\text{def}}{=} \{ \langle x, \text{expr}(x) \rangle : x \in D \}. \]

\[ f \upharpoonright C \overset{\text{def}}{=} \{ \langle x, y \rangle \in f : x \in C \} \text{ is the restriction of the function } f \text{ to the set } C, \text{ for any function } f \text{ and set } C. \]

\[ A \setminus B \overset{\text{def}}{=} \{ a \in A : a \notin B \}. \]

\(<\)

**CONVENTION 2.1.1** \( f : A \rightarrow B \) denotes that \( f \) is a surjective function from \( A \) onto \( B \). Further \( f : A \rightarrowrightarrow B \) denotes that \( f \) is an injective function from \( A \) into \( B \). I.e. \( \rightarrowrightarrow \) denotes surjectiveness, while \( \rightarrowrightarrow \) denotes injectiveness. (If we combine the two, we obtain \( \rightarrowrightarrow \) denoting bijectiveness.) When used between german letters, i.e structures, they denote injectiveness or surjectiveness of homomorphisms the natural way. Cf. Def.4.5.3(i) on p.284. \(<\)

Before giving the definition of our frame-language, we recall from [60] some of the standard notation and terminology used in (many-sorted) first-order logic.

By a first-order language we understand a language of first-order logic. Similarly for 3-sorted first-order language or many-sorted first-order language. We will often use the word vocabulary instead of a first-order language (to avoid ambiguity arising from the fact that language could also refer to the set of all formulas of some theory). A vocabulary is a collection of sort-symbols, relation-symbols and function-symbols.

In the present work we will use many-sorted first-order logic. We hope that the reader having some familiarity with one-sorted first-order logic will find the transition from one-sorted to many-sorted easy to make. Indeed, throughout the literature it is emphasized that many-sorted (first-order) logic is only a convenient “notational dialect” of one-sorted first-order logic and that anyone familiar with the one-sorted version will easily understand the many-sorted version without studying it separately.

By many-sorted logic we understand the many-sorted version of first-order logic. I.e. for brevity, we will omit the adjective “first-order” (so in this work many-sorted automatically implies first-order). Many-sorted logic is so close to one-sorted first-order logic, that most logic books study and discuss the one-sorted case first and then they formulate the generalization to the many-sorted case as an exercise left to the reader. Of course, for this exercise they explain how many-sorted logic can be reduced to the one-sorted case. (The fact that here we allow finitely many sorts only makes this reduction easier and “stronger”, cf. footnote 55 on p.6.)

For an introduction to many-sorted logic and for its reduction to one-sorted first-order logic we refer to almost any logic book, e.g. to Enderton [82, §4.3, pp.277-281 (but the whole of §4 will be useful later)] or Manzano [181] or Monk [194]. We note that the whole book Meineke-Tucker [190] is devoted to many-sorted logic and its connections with higher-order logic. For completeness, we note that further useful information on this subject is available in the book

---

\(^{45}\)Let us recall from the literature of that a language of (many-sorted) first-order logic or a “vocabulary” or a “similarity type” are different names for the same thing. The details can be found in any logic book e.g. in Monk [194, p.14] or Enderton [82]. Cf. §4.3 for more information on this.
2.1 FRAME LANGUAGE


We would like to reassure the reader that for understanding the present work, looking into [45] is not a prerequisite. (At a second reading of the present work, the just quoted parts of [45] might improve appreciation of certain “fine details”.) Looking into [45] might also help seeing the connections of our approach with second-order logic. At this point we would like to emphasize that throughout the present work we are staying strictly within first-order logic. More precisely, all our relativity theories, e.g. Basax, Newbasax, ..., Loc(Flxbasax), Reich(Bax) will be strictly first-order ones. Further, the logical, model theoretic machinery, like the semantic consequence relation “|=” etc., applied to them will also be that of first-order logic. At the same time, when we formulate a theorem (about these axiom systems or their models etc), then the statement of the theorem need not be translatable to a formula of FOL. (E.g. the well known theorem about FOL stating that elementarily equivalent models have isomorphic ultrapowers is not a first-order formula. Similar examples are theorems involving the cardinalities of models of first-order theories. With these examples we wanted to illustrate the fact that when studying FOL, we need not confine ourselves to expressing our ideas in the language of FOL.)

Let $Fm$ and $M$ denote, respectively, the set of all formulas and the class of all models of an arbitrary first-order language.

Then $\models (\subseteq M \times Fm)$ denotes the validity relation of this language. We extend $\models$ to $\mathcal{P}(M) \times \mathcal{P}(Fm)$ the usual way: Let $K \subseteq M$ and $\Sigma \subseteq Fm$. Then

$$K \models \Sigma \text{ iff } (\forall M \in K)(\forall \varphi \in \Sigma)M \models \varphi.$$ 

We will write $K \models \varphi$ in place of $K \models \{\varphi\}$ and $M \models \Sigma$ when $K = \{M\}$. 

$$\text{Th}(K) \overset{\text{def}}{=} \{\varphi \in Fm : K \models \varphi\}$$ 

is the theory of $K$, and 

$$\text{Mod}(\Sigma) \overset{\text{def}}{=} \{M \in M : M \models \Sigma\}$$ 

is the class of all models of $\Sigma$. Let $\varphi \in Fm$. Then we say that $\varphi$ is a semantical consequence of $\Sigma$, in symbols $\Sigma \models \varphi$, iff $\text{Mod}(\Sigma) \models \varphi$.

$$\text{Th}(M) \overset{\text{def}}{=} \text{Th}(\{M\})$$

is the (first-order) theory of the model $M$.

We will start our formal exposition of relativity theory with fixing a 3-sorted first-order language. We will call this language the frame-language of relativity theory. Later we will expand our frame-language with e.g. a kind of pseudo-metric $d : nF \times nF \rightarrow F$, also called distance, see §8.1 of a future edition [19] of AMN [18]. Our choice of language is re-considered in AMN [18, §6.9 (“On what we learned (so far) about choosing our first-order language for relativity”)], but cf. also Remark 4.7.3 on p.354.

For that book page numbers are important because it has no index and is 893 pages long.

This is important because the issue of our staying within first-order logic [or in one of its equivalent forms] is an important one from our methodological point of view. For reasons see the Appendix of AMN [18] entitled “Why FOL?”. Cf. Enderton [82, §4] or Manzano [181] for reducing higher-order logic to first-order many-sorted one.

Later we will expand our frame-language with e.g. a kind of pseudo-metric $d : nF \times nF \rightarrow F$, also called distance, see §8.1 of a future edition [19] of AMN [18]. Our choice of language is re-considered in AMN [18, §6.9 (“On what we learned (so far) about choosing our first-order language for relativity”)], but cf. also Remark 4.7.3 on p.354.

Because of the purposes explained in the Introductions §1.4 (p.xiv) and §3.1 (p.105), in later chapters we develop several axiom systems.
Before introducing the formal language, we explain our intuition behind the symbols of our frame-language.

* * *

So let’s get started. We want to develop a kinematics.50

- What is kinematics?
- A theory of motion.
- What moves?
- Idealization: We assume that there are things called bodies (like “heavenly bodies”) and they move.
- How do bodies move?
- Idealization: They change their (spatial) locations.
- What does change of location mean?
- At different time instances, the same body has different locations.

OK, then there are time instances and locations involved (whatever they are). Let us fix that. Our paradigm says that time instances and locations are only relative to something which we will call observers.51 So we assume that there are observers (special bodies). Given an observer $m$, time instance $t$ and location $s$, observer $m$ may “observe” a certain body $b$ as being present at $(t, s)$ while $m$ may observe other bodies $b_1$ as not being present at $(t, s)$. This simply means that from the point of view of $m$, $b$ is present at location $s$ at time $t$. We treat this concept of observing as a primitive and denote it as $b \in w_m(t, s)$. That is, $w_m(t, s)$ is defined to be the set of bodies present at $(t, s)$ from the point of view of $m$. We should emphasize that this kind of observing has (almost) nothing to do with the intuitive notion of observing in the form of, say, seeing optically.

- What are time instances $t$ and locations $s$?
- Our first answer is that they are “labels” used by observers. But sooner or later we will have to be more specific. So let us see what $t$ is.

We agree that, for an observer $m$, time instances are “quantities”, like 100, 500 or $1/2$. To be faithful to the spirit of the axiomatic method, we do not decide what quantities are, we only postulate that they satisfy some simple axioms which in themselves are intuitively convincing. Namely, we assume that quantities form an ordered field $\mathbb{R} = \langle \mathbb{R}, +, \cdot, \leq \rangle$, that is, $\mathbb{R}$ satisfies the usual axioms of ordered fields. The time scale of observer $m$ is simply $\mathbb{R}$ itself, the neutral element 0 of $\mathbb{R}$ means “now”, $t > 0$ represents “future” and $t < 0$ represents “past”. For simplicity, we agree that locations $s$ are represented by triplets of quantities $s = \langle s_1, s_2, s_3 \rangle \in \mathbb{R}^3$.

So far, we agreed on representing locations by triplets of quantities, or by triplets of “coordinates” from the field $\mathbb{R}$. It is pairs $p = \langle t, s \rangle$ of time instances and locations for which

50For simplicity, we concentrate on kinematics of relativity, but by the same methods one can extend the investigations to, say, mechanics. A motivation for sticking with kinematics is that by using only kinematics we can prove things which are usually proved by using notions, e.g. mass.

51We use the expression “observer” in the sense of the physics book d’Inverno [73, pp.17,21]. So, in our sense, an observer “coordinates” the set of events and as we will later (in Chapter 4) call it, an observer coordinatizes what will be called there “space-time”. Other books (e.g. Hraskó [135, p.32], Landau-Lifschitz [152], Misner-Thorne-Wheeler [192, p.327]) use the expression “reference frame” for what we call observer. Still other books use a more abstract notion of observer such that for them “reference frame” = “observer + coordinatization” becomes the case. For us, this is only a matter of choosing words, no issue of ideology is involved; and since we had to make a choice, we decided to follow d’Inverno’s terminology where “observer” is basically the same as “reference frame”. In passing we note that it is our impression that Einstein used the word “observer” in the same sense as d’Inverno does and we do, cf. [80, 99]. Cf. also Taylor-Wheeler [257, §1.4 (the definition of observers)]. Cf. also Remark 2.2.5 on p.25.
we say that a body $b$ occurs there (at $\langle t, s \rangle$) for observer $m$. We call such pairs points of our coordinate-system $^4\mathfrak{S}$, which we also denote by $^4F$. Therefore points of our coordinate-system are of the form $p = \langle p_0, p_1, p_2, p_3 \rangle \in ^4F$. We call $p_0$ the time coordinate and $\langle p_1, p_2, p_3 \rangle$ the space coordinates of $p$.

Although our coordinate-system is four-dimensional, many of the ideas (and proofs) can be illustrated already in two or three dimensions. We will try to keep our presentation as simple as possible. Therefore we will sometimes pretend that our coordinate-system is 2-dimensional but we will go up to 3 or 4 dimensions as soon as the higher dimensional case would behave differently.

As we said, to each point $p \in ^4F$ of our coordinate-system, an observer $m$ associates a set $w_m(p)$ of bodies which, for $m$, are present at point $p$. Therefore, to each observer $m$, we associate a so-called world-view function $w_m: ^4F \rightarrow \mathcal{P}(B)$ mapping our coordinate-system $^4F$ into the powerset $\mathcal{P}(B)$ of the set $B$ of bodies. We call the elements of $\mathcal{P}(B)$ “events”. Matolcsi [187] calls them occurrences. For us an event is nothing but information telling us which bodies are present and which are absent.\(^{52}\) (This is why [187] calls them occurrences.) Therefore we can identify an event by a subset of $B$.

**On terminology:** Sometimes we might write sloppily space-time for our coordinate-system $^4\mathfrak{S}$. However we need to reserve the expression “space-time” for a similar but slightly different structure. Namely, in Chapter 4, we will use the word space-time for a structure whose elements are the events (roughly, the universe of this structure is $\mathcal{P}(B)$) and whose structure will be induced by that of $^4\mathfrak{S}$ via the world-view functions $w_m: ^4F \rightarrow \mathcal{P}(B)$ belonging to the observers. Cf. the geometry chapter 4. In the simplest cases of special relativity, space-time will be isomorphic with our coordinate-system $^4\mathfrak{S}$. However, in order to be prepared for generalizations coming in the more advanced chapters of the present work, we need to treat space-time\(^{53}\) as a structure strictly different from $^4\mathfrak{S}$.

* * *

We are ready now to define formally our frame-language. In this chapter we introduce a relatively rich language because we want to use this language throughout the present work. At the beginning, and especially throughout Chapters 2,3, we could have used a much simpler language, e.g. the one introduced in [16]. More specifically, in Chapter 2 we will not really need $G$, $E$, $Ib$ introduced in Def.2.1.2 below.

\(^{52}\) Misner & Thorne & Wheeler [192, p.6] (cf. Figure 1.2 therein) uses basically the same notion of an event as we do. They also give there detailed intuitive motivation for this definition of an event. For completeness, we note the following. In AMN [18, §6.9 ("On what we learned (so far) about choosing our first-order language for relativity")] we arrive at a more abstract, more sophisticated notion of an “event” cf. item (402) on p.1210 and the explanation following it. The intuition behind that notion, however, is basically the same as the present one.

\(^{53}\) Space-time will be a structure $\langle Mn, \ldots \rangle$ with $Mn \subseteq \mathcal{P}(B)$ the set of “observable” events. (In this connection, we note that e.g. Friedman [91, p.32, lines 4-5] defines space-time as “the set of ... all actual and possible events”.)
Definition 2.1.2 (frame-language of relativity theory)

Let B, Q and G denote three sorts called bodies, quantities and lines, respectively. Let a natural number \( n > 1 \) be fixed.\(^{54}\) Intuitively, \( n \) will be the dimension of our “space-time”.

We are defining a first-order language with sorts\(^{55}\) \( B, Q, G \) by first defining its models, as follows. \( \mathcal{M} \) is a model (of dimension \( n \)) of this language iff

\[
\mathcal{M} = \langle B^\mathcal{M}, F^\mathcal{M}, G^\mathcal{M}, \text{Obs}^\mathcal{M}, \text{Ph}^\mathcal{M}, \text{Ib}^\mathcal{M}, +^\mathcal{M}, \cdot^\mathcal{M}, \leq^\mathcal{M}, E^\mathcal{M}, W^\mathcal{M} \rangle,
\]

also denoted as

\[
\mathcal{M} = \langle B, F, G; \text{Obs, Ph, Ib, +, ·, \leq, E, W} \rangle
\]

for brevity\(^{56}\), where:

- \( B \) is a nonempty set, it is \( \mathcal{M} \)'s universe of sort \( B \). \( B \) is called the set of bodies (of \( \mathcal{M} \)).
- \( F \) is \( \mathcal{M} \)'s universe of sort \( Q \). Intuitively, \( F \) serves both to be our “time scale” and “space scale”. Relations \(+, ·, \leq\) are of sort \( Q \), hence \( \langle F, +, ·, \leq \rangle \) forms a structure. We will assume that \( \mathcal{F} := \langle F, +, ·, \leq \rangle \) is a linearly ordered field.\(^{57}\) That is, the following set \( \text{Ax}_{\mathcal{F}} \) of axioms is satisfied by \( \langle F, +, ·, \leq \rangle \).

\[
\text{F} := \langle F, +, \cdot \rangle \text{ is a field}^{58}
\]

\[
\langle F, \leq \rangle \text{ is a linear order, and for every } a, c \in F,
\]

\[
a \leq c \implies \forall d \in F \quad (a + d \leq c + d) \text{ and }
\]

\[
(a \leq c \text{ and } d > 0) \implies (d \cdot a \leq d \cdot c) \text{ hold}.
\]

0 and 1 denote the usual zero and unit elements of the field. Further, for every \( a \in F \),

\[
|a| \overset{\text{def}}{=} \max \{a, -a\} \quad \text{(where “−” is the usual group theoretic inverse operation determined by +)}.
\]

We will denote the ordered field \( \langle F, +, ·, \leq \rangle \) by \( \mathcal{F} \) and its field reduct \( \langle F, +, · \rangle \) by \( F \). Often we write \( \mathcal{F}^\mathcal{M} \) for \( \mathcal{F} \) (\( F^\mathcal{M} \) for \( F \)) when we want to indicate explicitly that we look at \( \mathcal{F} \) (\( F \)) as the “quantity part” of \( \mathcal{M} \). \( \mathcal{F}^\mathcal{M} \) is called the ordered field reduct of \( \mathcal{M} \), following the

---

54 We will be interested only in the case \( n \in \{2, 3, 4\} \), but we give definitions and lemmas for arbitrary \( n \) if this does not cost any extra effort.

55 Many-sorted logic is known to be reducible to one-sorted logic the following way (cf. Monk [194], Enderton [82]): One uses the union \( B \cup Q \cup G \) of the universes of the sorts of the many-sorted model as the universe of our new one-sorted model and one calls \( B, Q, G \) unary predicates.

56 As is usual in logic, \( B, F, G, \text{Obs} \) etc. are symbols (sort symbols and relation symbols) of the language of \( \mathcal{M} \) while \( B^\mathcal{M}, \ldots, \text{Obs}^\mathcal{M} \) etc. are objects denoted by these symbols according to the model \( \mathcal{M} \). If and where there is no danger of confusion, we will identify the symbols with the objects they denote (hence we write \( B \) for \( B^\mathcal{M} \) etc.).

57 This is why the universe of sort \( Q \) of \( \mathcal{M} \) is denoted by \( Q^\mathcal{M} \) instead of \( Q_\mathcal{M} \). Occasionally we may refer to sort \( Q \) as sort \( F \) or as the field-sort of \( \mathcal{M} \). (Since in standard mathematical practice \( Q \) often denotes the field of rationals, there is a potential danger for ambiguity here for which we apologize to the reader. Anyway, we will not use \( Q \) to denote the rationals.)

58 For completeness, we recall here the definition of a field. \( \langle F, +, \cdot \rangle \) is called a field iff

\[
\langle F \setminus \{0\}, \cdot \rangle \text{ is a commutative group, we let 0 denote its neutral element;}
\]

\[
\text{ · distributes over +, that is, } a \cdot (c + d) = a \cdot c + a \cdot d \text{ holds for every } a, c, d \in F.
\]

Sometimes we think of a field as a structure \( F = \langle F, +, ·, -0, 1 \rangle \), we hope this will cause no confusion. (We omitted 0, 1 and “−” from the original definition because they are first-order definable from + and “·”. One thing that can be slightly influenced by this omission is the set of homomorphisms between two fields.)
standard notation and terminology of many-sorted model theory. We note that every linearly ordered field is infinite. Fields form an abstract (axiomatic\(^{59}\)) approximation of the field of real numbers; one can work with fields in most of the cases as if they were the field of real numbers.

- \(G\) is a nonempty set, it is \(\mathcal{M}\)'s universe of sort \(G\). \(G\) is called (the set of) \textit{lines} (or geometry, but geometry will be used in Chapter 4 in a slightly different and more comprehensive sense).\(^{60}\) Intuitively, lines represent motion (in the form of "life-lines") of inertial bodies.

- \(\text{Obs, Ph, Ib} \subseteq B\) are unary relations (of sort \(B\)). Their names are: set of \textit{observers}, set of \textit{photons}, and set of \textit{inertial bodies}, respectively. See the left-hand side of Figure 3.

![Diagram showing Bodies of \(\mathcal{M}\) and Quantities and lines of \(\mathcal{M}\)]

Figure 3: Bodies, quantities and lines of an arbitrary model \(\mathcal{M}\).

- \(E \subseteq {}^nF \times G\) is an \((n + 1)\)-ary relation of sort \(\langle Q, \ldots, Q, G \rangle\). Intuitively, for \(p = \langle p_0, \ldots, p_{n-1} \rangle \in {}^nF\) and \(\ell \in G\), \(E(p_0, \ldots, p_{n-1}, \ell)\) expresses that the point \(p \in {}^nF\) is on the line \(\ell\). If \(p\) and \(\ell\) are as above, we abbreviate \(E(p_0, \ldots, p_{n-1}, \ell)\) by \(p \in \ell\). We postulate axiom \(Ax_a\) below, called the axiom of \textit{extensionality} of lines.

\[
Ax_a \quad (\forall \ell_1, \ell_2 \in G)(\forall p \in {}^nF)(p \in \ell_1 \iff p \in \ell_2) \imp \ell_1 = \ell_2.
\]

Here we note that the axiom of extensionality allows us to identify \(\ell \in G\) with a subset of \({}^nF\). (See the right-hand side of Figure 3.) Indeed, we will identify \(\ell\) with the set \(\{ p \in {}^nF : p \in \ell \}\) (which is sometimes called the extension of \(\ell\)). By this identification we may assume that \(G \subseteq \mathcal{P}(\mathcal{E})\) and \(E\) is the real "element-of" relation, \(\in\). We will do this from now on, cf. Convention 2.1.3 (p.10).\(^{61}\)

\(^{59}\)We mean finitely axiomatizable in FOL.

\(^{60}\)So the acronym \(G\) refers to geometry, but to avoid misunderstandings in Chapter 4, we pronounce it simply as "lines".

\(^{61}\)This is a standard technique for handling higher-order objects of a logic.
Let $p = \langle p_0, \ldots, p_{n-1} \rangle \in {}^nF$. Then, $p_0$ is called the \textit{time component} of $p$, while $\langle p_1, \ldots, p_{n-1} \rangle$ is the \textit{space component} of $p$.\footnote{It is important to emphasize here that \(^nF\) is only the coordinate system of \(\mathfrak{M}\) as opposed to being say \textquote{space-time} itself of \(\mathfrak{M}\). Space-time will not be one of our primitive (i.e. basic) concepts, instead, it will be a derived \textquote{theoretical} concept and it will appear e.g. in \S 4. For the observational/theoretical duality (in the sense of Friedman \cite{fric} or Reichenbach \cite{ric}) cf. \S 1, \S 4.1 herein and AMN \cite{18, \S 1.1 p.11}.

We want to emphasize that here \textquote{observing} or \textquote{seeing} has nothing to do with the intuitive notion of observing in the form of measurement, or with the everyday notion of seeing via photons. In the present text, \textquote{observer} and \textquote{observing} are technical expressions which we use for historical reasons. Our \textquote{observing} is really a kind of coordinatizing, i.e. when we say that observer $m$ observes event $e$ at coordinates $t, x, y, z$, we mean only to say that $m$ associates coordinates $t, x, y, z$ to event $e$. (As opposed to \textquote{real observing}, this is a very abstract act only.) By the word \textquote{observer} we mean what is sometimes called \textquote{frame of reference} or \textquote{system of reference} (or coordinate-system), cf. footnote 51 (p.4) and Remark 2.2.5 (p.25).} Often we write $p_t, p_x, p_y, p_z$ for $p_0, p_1, p_2, p_3$ respectively.

\(^nF\) is called the \textit{coordinate-system} of \(\mathfrak{M}\). We refer to $p$ as a \textit{point}, or a \textit{(space-time) location}. \(\langle p_1, \ldots, p_{n-1} \rangle\) is a \textit{(space) location}. We will use the word \textit{location} ambiguously.

$W \subseteq B \times {}^nF \times B$, that is, $W$ is an $n + 2$-ary relation of sort $\langle B, Q, \ldots, Q, B \rangle$.

$W$ is called the \textit{world-view relation} (of \(\mathfrak{M}\)). The most important part of our model is this relation. Intuitively, for $n=4$, $W(m, t, x, y, z, b)$ means that the observer $m$ \textquote{observes} or \textquote{sees}\footnote{Two or more bodies occupying the same space at the same time might contradict the physical intuition. However, presently we abstract from the sizes of the bodies and therefore we permit two or more bodies to be at the same place at the same time. We also note the following. The reader may ask \textquote{why is an event a set of bodies}?. Motivation for this definition of an event can be found e.g. in Misner-Thorne-Wheeler \cite[p.6]{192}, and Friedman \cite[p.31]{fric} starting with line 9 therein.} the body $b$ at time $t$ at (space) location $\langle x, y, z \rangle$. From the $(n+2)$-ary relation $W$ and arbitrary observer $m \in \text{Obs}$ we define the \textit{world-view function} $w_m : {}^nF \rightarrow \mathcal{P}(B)$ as follows:

$$w_m(p) \overset{\text{def}}{=} \{ b \in B : W(m, p, b) \} \text{ for every } p \in {}^nF,$$

see Figure 4.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{world_view_function.png}
\caption{The world-view function $w_m$.}
\end{figure}

For $p \in {}^nF$, we call the set $w_m(p)$ of bodies the \textit{event} \textquote{happening} at location $p$ as seen by $m$.\footnote{We want to emphasize that here \textquote{observing} or \textquote{seeing} has nothing to do with the intuitive notion of observing in the form of measurement, or with the everyday notion of seeing via photons. In the present text, \textquote{observer} and \textquote{observing} are technical expressions which we use for historical reasons. Our \textquote{observing} is really a kind of coordinatizing, i.e. when we say that observer $m$ observes event $e$ at coordinates $t, x, y, z$, we mean only to say that $m$ associates coordinates $t, x, y, z$ to event $e$. (As opposed to \textquote{real observing}, this is a very abstract act only.) By the word \textquote{observer} we mean what is sometimes called \textquote{frame of reference} or \textquote{system of reference} (or coordinate-system), cf. footnote 51 (p.4) and Remark 2.2.5 (p.25).} Intuitively, $w_m$ defines the \textit{subjective reality} of $m$. That is, $w_m$ tells us how observer $m$ \textquote{arranges} the events (elements of $\mathcal{P}(B)$) in the coordinate-system $\mathfrak{M}$; in other words, $w_m$ tells us how $m$ \textquote{coordinatizes} the set of events $\mathcal{P}(B)$. See Figure 5.

In the literature sometimes $\mathfrak{M}$ is called space-time, and sometimes the set of events $\mathfrak{M}$ is called space-time. The reason for calling $\mathfrak{M}$ space-time is that $\mathfrak{M}$ is only
a coordinate-system (consisting of labels), using which observers coordinatize the set of events $\mathcal{P}(B)$.\textsuperscript{65} On the long run it will be more fruitful to use the word space-time for the thing which is being coordinatized, that is for $\mathcal{P}(B)$.\textsuperscript{66} We will see more reasons for calling the set of events space-time in the geometry chapter §4, pp.127–364. The sets $B^\mathfrak{m}, F^\mathfrak{m}, G^\mathfrak{m}$ are also called the universes of $\mathfrak{M}$ (of sorts $B$, $Q$, $G$ respectively).

Summing it up: The similarity type of our first-order language consists of

- the sort symbols $B$, $Q$, $G$;
- the unary relation symbols $\text{Obs}$, $\text{Ph}$, $\text{Ib}$ (most often, their interpretations in models are denoted by $\text{Obs}$, $\text{Ph}$, $\text{Ib}$ as well);
- the symbols $+$, $\cdot$, $\leq$ of the ordered field $\mathfrak{F}$ (the neutral elements 0 and 1 of $+$ and $\cdot$, respectively, and “$-$” will also be treated as basic symbols);
- the $(n+1)$-ary relation symbol $E$, which we will systematically replace by the set theoretic “$\in$” (cf. Convention 2.1.3);
- the $(n+2)$-ary relation symbol $W$. Further:

The reduct $\langle B, \text{Obs}, \text{Ph}, \text{Ib} \rangle$ of $\mathfrak{M}$ is purely of sort $B$ (body);

$\mathfrak{F} = \langle F, +, \cdot, \leq \rangle = \langle F, \leq \rangle$ is purely of sort $Q$ (quantities);

$G$ is the universe of sort $G$ (lines), and there are no relation or function symbols which would be purely of sort $G$.

$E$ (which we will replace by $\in$) acts between sorts $Q$ and $G$, while $W$ involves $B$ and $Q$.

Variables ranging over the universes $B, F, G$ of $\mathfrak{M}$ are most often chosen as follows. For arbitrary $i \in \omega$,

$b, b_i, h, h_i, k, k_i, m, m_i, ph, ph_i \in B$;

$a, a_i, c, c_i, d, d_i, t, t_i, x, x_i, y, y_k, z, z_i, \varepsilon, \lambda, \eta \in F$;

$\ell, \ell_i \in G$.

Let us recall that

$\textbf{Ax}_{OF} \cup \{ \textbf{Ax}_c \} =$

$\{ \text{the axioms postulating that } \mathfrak{F} \text{ is a linearly ordered field, axiom of extensionality} \}$.

Now the frame-language of relativity theory of dimension $n$ is defined to be the 3-sorted first-order language built up from the above symbols the usual way. A model $\mathfrak{M} = \langle B, F, G; \text{Obs}, \text{Ph}, \text{Ib}, +, \cdot, \leq, E, W \rangle$ is called a frame model (of relativity theory, of dimension $n$) iff

$$\mathfrak{M} \models \textbf{Ax}_{OF} \cup \{ \textbf{Ax}_c \} \cup \{ W(m, p, b) \rightarrow \text{Obs}(m) \}. \textsuperscript{67}$$

\textsuperscript{65}A location $p \in ^nF$ functions only as an “address” or “label” used by an observer $m$ in labeling those events which exist for $m$.

\textsuperscript{66}To help the reader’s intuition we note that the world-view function $w_m$ connects up the coordinate-system $^nF$ with the set of events $\mathcal{P}(B)$. Therefore if for someone it were easier to imagine $^nF$ as space-time, he/she can use the world-view function $w_m$ to translate his/her intuition for viewing set of events as space-time.

\textsuperscript{67}We use the standard convention from logic that an axiom $\varphi(x)$ automatically means its universal closure $\forall x. \varphi(x)$. Throughout we write $p$ for $p_0, \ldots, p_{n-1}$, hence $W(m, p, b)$ abbreviates $W(m, p_0 \ldots, p_{n-1}, b)$.  


The heart of our model is \( W \), which is represented by functions \( w_m : nF \to \mathcal{P}(B) \) for each \( m \in \text{Obs} \).

Figure 5: This is a useful way for visualizing a model \( \mathfrak{M} \).

\( \mathcal{FM} \) denotes the class of all frame models and \( \mathcal{FF} \) denotes the set of frame formulas.\(^{68}\) We call \( \mathbf{Ax}_{ov} \cup \{ \mathbf{Ax}_c \} \cup \{ W(m, p, b) \to \text{Obs}(m) \} \) the frame theory of special relativity theory (or frame theory for short). By \( \models_{\text{FPG}} \) we denote semantical consequence within our present frame theory \( \mathbf{Ax}_{ov} \cup \{ \mathbf{Ax}_c \} \cup \{ W(m, p, b) \to \text{Obs}(m) \} \). That is, for two sets \( \Sigma \) and \( \Gamma \) of formulas in our frame language,

\[
\Sigma \models_{\text{FPG}} \Gamma \iff (\forall \mathfrak{M} \in \mathcal{FM})(\mathfrak{M} \models \Sigma \Rightarrow \mathfrak{M} \models \Gamma).
\]

Also we define

\[
\text{Mod}_{\text{FPG}}(\Sigma) \overset{\text{df}}{=} \mathcal{FM} \cap \text{Mod}(\Sigma).
\]

For brevity, throughout this work, we will write \( \text{Mod}(\Sigma) \) for \( \text{Mod}_{\text{FPG}}(\Sigma) \). We hope that this causes no confusion, since we never want to talk about models (of type of our frame language) in which \( \mathbf{Ax}_{ov} \), \( \mathbf{Ax}_c \), or \( (W(m, p, b) \to \text{Obs}(m)) \) would fail.

Similarly, throughout we denote \( \models_{\text{FPG}} \) simply by \( \models \), and we will never use \( \models \) in its original purely logical sense in the context of our frame language (to avoid misunderstanding). Of course, when talking about structures or formulas of a different similarity type like \( \mathfrak{S} \), we use \(" \models \" \) in its usual logical sense.

END OF DEFINITION 2.1.2 (FRAME LANGUAGE).

\(^{68}\) i.e. the formulas in our frame language

CONVENTION 2.1.3 (1) As we indicated on p.7, below the definition of \( \mathbf{Ax}_c \), we will identify our \( \varepsilon \) with the set theoretic membership relation \(" \in \" \). As it was indicated there, this causes no loss of generality because every frame model \( \mathfrak{M} \) is isomorphic to a frame model \( \mathfrak{N} \).
such that $E^m$ coincides with the set theoretic “$\in$”. Therefore throughout the rest of this work a frame model is of the form

$$\mathcal{M} = \langle B, F, G; \text{Obs}, Ph, Ib, +, \cdot, \leq, \in, W \rangle.$$ 

Throughout, we use the semicolon “;” to separate the sorts of a model from its relations and functions, as in the above equality. Often, we will use the more concise notation

$$\mathcal{M} = \langle (B; \text{Obs}, Ph, Ib); \exists, G; \in, W \rangle.$$ 

If we want to indicate that a universe (or sort) like $B$ or a relation like $W$ comes from a particular model $\mathcal{M}$, we use the superscript $B^{\mathcal{M}}, W^{\mathcal{M}}$ respectively. This is why on p.6 we wrote $\mathcal{M} = \langle B^{\mathcal{M}}, \ldots, \text{Obs}^{\mathcal{M}}, \ldots, W^{\mathcal{M}} \rangle$. However, if $\mathcal{M}$ is understood from context, we will usually omit the superscript. All this ($B^{\mathcal{M}}$ etc.) is standard notation from model theory and universal algebra, cf. e.g. Hodges [130], Monk [194], Grätzer [108], McKenzie&McNulty&Taylor [189], [120], Barwise-Feferman [45, p.27]. (As an exception, Chang-Keisler [60] uses lower indices like $B_m$ instead of $B^{\mathcal{M}}$. But the general style and notational philosophy remains the same in [60], too, as adopted here.)

(2) As is customary in (parts of) universal algebra and model theory, structures are denoted by German capitals like $\mathfrak{A}, \mathfrak{B}, \ldots \mathfrak{M}$. If $\mathfrak{A}$ is a one-sorted structure, its universe is denoted by the corresponding latin capital $A$. Sometimes $\text{Uv}(\mathfrak{A})$ also denotes the universe of $\mathfrak{A}$. Hence $A = \text{Uv}(\mathfrak{A})$, $B = \text{Uv}(\mathfrak{B})$, etc. assuming $\mathfrak{A}, \mathfrak{B}$ are one sorted. This kind of convention will be extended to many-sorted structures in §4.3 on p.219. Till then, we will not need the many-sorted version of convention $A = \text{Uv}(\mathfrak{A})$ because (before Chapter 4) we will deal with only one kind of many-sorted structures, namely, ones like $\mathcal{M}$.

(3) Throughout, $n$ denotes a natural number with $n > 1$. Hence e.g. “for all $n$” means “for all $n > 1$”. Thus if in a theorem $n$ is not specified, the theorem is claimed to hold for all $n > 1$.

As we said, intuitively, $n$ is the dimension of our space-time. If $n = 2$, we have one time-dimension, and one space-dimension, i.e. space is one-dimensional. If $n = 3$, space is two-dimensional, and $n = 4$ represents our usual 4-dimensional space-time, i.e. space is three-dimensional. In the case of $n = 2$ it is rather easy to illustrate things, so we will often use $n = 2$ in our drawings. When $n = 3$, one still can illustrate ideas by drawings quite well. Many ideas can be better seen in the case $n = 2$ and work completely analogously for arbitrary $n$. Some statements, however, are true for $n = 2$ and not true for $n = 3, 4$. In these cases we will emphasize that $n = 2, n = 3$, or $n = 4$. (Sometimes but not frequently), the cases of 3 and 4 behave differently. In such cases, of course, one emphasizes this difference. But most of the time, for understanding the key ideas, we will concentrate on the case of $n = 3$.)\textsuperscript{69} There is another reason why it may be useful to allow the dimension of space-time to vary. Later we devise models in which not all observers coordinatize events with the same dimensional coordinate-system $nF$. E.g. we can allow that most of the observers coordinatize events in 4-dimension, while some special (e.g. faster-than-light) observers coordinatize events with 2-dimensional coordinate-system only.\textsuperscript{70}

\textsuperscript{69} Sometimes it is worth contemplating why the proofs are different for different dimensions.

\textsuperscript{70} Cf. the section on faster-than-light observers in dimension 2 (§2.7) and its references to AMN [19]. Such models were also presented at seminars in Rényi Institute of Mathematics in 1999.
Figures 3-6 illustrate the structure of an arbitrary model $\mathfrak{M}$ (of dimension 2) in the sense of Definition 2.1.2. Consider the coordinate-system in the right-hand side of Figure 3 (or in the left-hand sides of Figures 4, 5, 6). Intuitively, the first (vertical) axis is the \textit{time scale} while the second (horizontal) axis represents \textit{space}. The straight lines $\ell$ and $\ell_1$ represent “lines” in Figure 3. The world-view relation $W$, which is the heart of our model, is illustrated in Figures 4-6. $W$ is represented by the system of world-view functions $\langle w_m : m \in \text{Obs} \rangle$, cf. Figure 5. In Figure 6, $w_m(p) = \{b, ph\}$ means that $m$ “sees” at time $p_0$ at location $p_1$ two bodies: $b$ and $ph$. I.e., $W(m, p, b)$, $W(m, p, ph)$ are true, while e.g. $W(m, p, m)$ is not true.

For the time being we do not have a structure on the set $\mathcal{P}(B)$ of events, which we also call space-time. In the geometry chapter §4 we will put some structure on our space-time, too. Sometimes, the structure in Figure 5 is mathematically modeled by a so-called manifold.\footnote{The manifold structure is not particularly relevant at the present point, but it will be relevant in later developments.}

![Diagram of world-view functions and relations](image)

\textbf{Figure 6: Second drawing of the world-view function $w_m$.}

We will use the following notation. For $\text{Obs}(b), \text{Ph}(b), \text{Ib}(b)$ we often write $b \in \text{Obs}$, $b \in \text{Ph}$, $b \in \text{Ib}$, respectively. Moreover, we will reserve the variables $m, m_i, k, k_i$ to denote observers; we reserve $ph, ph_i$ for photons; finally we use the symbols $p, q, r, s$ to denote elements of $^nF$. Thus we have\footnote{Sometimes we will deviate from this convention though, for lack of enough letters. E.g. sometimes we will use $m, k$ to denote natural numbers also.}

\begin{align*}
m, m_i, k, k_i & \in \text{Obs}; \\
ph, ph_i & \in \text{Ph}; \\
p, q, r, s & \in ^nF.
\end{align*}

Using the terminology of vector spaces, elements of $^nF$ will often be referred to as \textit{vectors}. As we mentioned, we use the convention from logic that

\[ \varphi(m) \text{ when used as an axiom, means } (\forall m \in \text{Obs}) \varphi(m). \]
Consider a frame model $\mathcal{M}$ and its ordered field reduct $\bar{\mathfrak{F}}$. We will sometimes impose the condition on our $\mathcal{M}$ that $\bar{\mathfrak{F}} = \mathfrak{R}$, the ordered field of real numbers.

We close this section with giving a possible formulation of the so-called "twin paradox", as an example of a formula in our frame language.\footnote{We use natural abbreviations here, as well as later. E.g. we write "$m, k \in w_m(p) \cap w_m(q)$" in place of the longer "$W(m, p, m) \land W(m, q, m) \land W(m, p, k) \land W(m, q, k)$".} Intuitively, the twin paradox says that if one of two twin brothers leaves the other (accelerating) and returns to him later, the brother who stayed behind will be older at the time of their reunion. That is, more time has passed for the "non-moving" brother than for the traveling one.

![Diagram](image)

$m$: "non-moving" (inertial) brother  \hspace{1cm}  $k$: traveling (accelerated) brother

\begin{align*}
\text{Figure 7: The "twin paradox".}

\textbf{(TwP)} \ (\forall m \in \text{Obs} \cap \text{Ib}) (\forall k \in \text{Obs} \setminus \text{Ib}) (\forall p, q, p', q' \in \mathcal{F}) & \\
& \left( m, k \in w_m(p) \cap w_m(q) \land w_m(p) = w_k(p') \land w_m(q) = w_k(q') \right) \Rightarrow \\
& |p - q| > |p' - q'|. \footnote{The notation $p_k, q_k$ was introduced on p.8. Further, $|p - q|$ denotes the absolute value of $p - q$, cf. p.6 for the notation $|a|$ when $a \in \mathcal{F}$.}
\end{align*}

See Figure 7. It is not a coincidence that in Figure 7, the life-line of $m$ as seen by $k$ is more "exotic" than that of $k$ as seen by $m$. (The acceleration of $m$ is sometimes negative and sometimes positive.) We will discuss the reason for this in \S 2.8, p.95 herein, and in Chapter 8 of a future edition [19] of AMN [18].
2.2 Basic axioms Basax

Our next task is to postulate axioms in our frame language, expressing parts of our knowledge about physical reality. Our first set of axioms to be proposed shortly will be called Basax, and it serves as one possible starting point for axiomatizing special relativity theory.

Before presenting Basax, we would like to say a few words about its place in the hierarchy of axiom systems which will be studied in the present work.

In the 1998 December version [24] of AMN [18] as well as in section 8.1 of a future edition [19] of AMN [18] we introduce a further (actually a more “advanced”) set Acc of axioms, in which we will allow accelerated observers, and accordingly, in Acc we will modify some of the postulates of Basax (e.g. we will modify item 7 below). In section 3 we define variants of the axioms of Basax, and variants of Basax itself (e.g. Newbasax). These new versions will be more “balanced” in a sense, and will make it easier to move towards having accelerated observers, i.e. towards Acc. (On the other hand, our first choice, Basax has the advantage that its axioms are easy to formulate and understand, so it might be considered as a good starting point.) In later parts we will introduce stronger as well as weaker (than Basax) axiom systems. As we indicated in §1.4 and §3.1, (and in more detail in AMN [18, §1.1 (Broad Introduction)]), a plurality of competing axiom systems (or relativity theories) is an essential feature of logical analysis of a theory like relativity. Accordingly, in §3 herein as well as in AMN [18, §3.4.2 and Chapter 4] we introduce several axiom systems for the purposes indicated in AMN [18, §1.1]. One of these purposes is conceptual analysis (started e.g. in Friedman [91] and Rindler [222]) which asks which axiom of relativity is responsible for which conclusion of the theory. Another purpose of this plurality is to study such variants of relativity as e.g. the Reichenbach-Grünbaum version and to compare them with the standard version. Also, we want to “fine-tune” our axiom systems in various regards. A further, but not negligible purpose in studying weaker axiom systems is to prove stronger theorems. For more on the motivation for having a plurality of axiom systems we refer the reader to §1, §3.1, and to AMN [18, §§1.1, 3.4.2, Chapter 4]. See also Figures 60 and 223 on pp.126 and 653 (and also AMN [18, Figure 138, p.A-31)]. Finally we note that besides weakening (and/or modifying) Basax we also study the possibility of making it stronger by adding a few new, natural axioms, cf. e.g. §§2.8.3 and AMN [18, §§3.8, 3.9]. In AMN [18, §3.8], we also study an extension “BaCo+Ax(√)” of Basax, which completely describes the standard, Minkowskian models of special relativity, cf. §3, p.125.

Before presenting Basax, we emphasize that it is only our first and simplest variant of an axiom system for special relativity. Later, we will also have: (i) axiom systems in which accelerated observers are permitted (i.e. informal postulate 2 below will be withdrawn), (ii) systems in which for different observers different events may exist (i.e. postulate 7 below will be withdrawn), (ii) systems in which the speed of light will be not the same for all observers,  

75 Acc (and its theory) can be considered as a first step in the direction of experimenting with the idea of treating general relativity (in Acc we will have gravity, event horizons etc) in the framework of first-order logic in a spirit analogous with that of the present work. Cf. e.g. pp.95-98 herein.

76 It belongs to the spirit of the axiomatic method that we start out with a simple set of axioms (like Basax), investigate its properties, prove some theorems from it, and then we use our so obtained experience for modifying this axiom system. After that, we restart the “cycle”, i.e. we start investigating the new axiom system etc.
(iv) the Reichenbachian version of relativity where there is even less restriction on the speed of light, (v) systems in which the coordinate-system of an observer may be not the whole of \(4F\) but only a subset of \(4F\), etc.

Informally, about a model \(\mathfrak{M} = \langle (B; Obs, Ph, Ib), \bar{\mathfrak{F}}, G; \in, W \rangle\), Basax will postulate the following.

\(\bar{\mathfrak{F}}\) is a linearly ordered field; we can thus define straight lines of the usual, Cartesian geometry over \(\bar{\mathfrak{F}}\), i.e. of \(nF\) (which, intuitively, are “life-lines” or “traces” of the motions of inertial bodies), and we can define angles of straight lines (which represent “speeds” of inertial bodies). In this sense of the word we will postulate the following:

1. \(G\) is the set of straight lines of the Cartesian geometry over \(\bar{\mathfrak{F}}\).
2. Observers and photons are inertial bodies.
3. The “trace” of an inertial body \(h\) as seen\(^{77}\) by any observer \(m\) is in \(G\).
4. Any observer \(m\) sees itself as being at rest in the origin.
5. Any observer sees some observer on each “slow” line.\(^{78}\)
6. Each line which could be the life-line of a photon (according to item 8 below) is indeed the life-line of a photon.
7. Any two observers see the same events.
8. All observers see all photons moving with the same speed.

In items 5 and 6 above by existence we mean only potential existence. I.e., when we say that on each slow line there exists an observer, what we mean is that potentially there can exist an observer, but in reality all these potential observers and photons need not be really there. The same applies to the existence of “potential” photons in item 6.\(^{79}\)

For the formal definition of Basax, we need some preparation. We start with recalling some basic notions of linear algebra e.g. from Halmos [114] or Kostrikin-Manin [148] or Hausner [115] or [226] (or any other textbook on linear algebra).

If \(p \in nF\) for some set \(F\) and \(n \in \omega\) then, for any \(i < n\), \(p_i\) denotes the \(i\)-th component (projection) of \(p\). Thus \(p = \langle p_0, \ldots, p_i, \ldots, p_{n-1} \rangle = \langle p_i \rangle_{i < n}\).

Recall from any textbook on vector spaces (e.g. [114]) that, to any field \(F = \langle F, +, \cdot \rangle\) and natural number \(n \in \omega\), an \(n\)-dimensional vector space \(nF\) can be associated the following natural way. Defining \(+^V : nF \times nF \rightarrow nF\) by

\[
(\forall p, q \in nF) \quad p +^V q \overset{\text{def}}{=} \langle p_i + q_i \rangle_{i < n},
\]

\(^{77}\)Below, and later on, we will use the word \“see\” as a kind of intuitive (or \“animated\”) way of referring to the act of observing via the world-view function, as we already indicated this (cf. footnote 63 on p.8).

\(^{78}\)A line is called slow if its \“speed\” (i.e. angle with the time axis) is smaller than that of a photon.

\(^{79}\)We will return later to clarifying the issue of these potentially existing entities (observers, photons) which exist only potentially but need \textit{not} exist \textit{actually}. This can be made precise e.g. by using first-order modal logic as a framework as will be discussed soon. Cf. Vályi [263].
\[ \langle nF, +^V \rangle \] turns out to be a commutative group with neutral element
\[ \bar{0} \overset{\text{def}}{=} \langle 0 \rangle_{i < n} \]
and inverse \(-^V p = \langle -p_i \rangle_{i < n}\) for any \(p \in nF\). With defining “multiplication by scalars” \(\cdot^V : F \times nF \rightarrow nF\) by
\[ a \cdot^V p \overset{\text{def}}{=} \langle a \cdot p_i \rangle_{i < n} \quad \text{for each } a \in F \text{ and } p \in nF, \]
\(\langle nF, +^V \rangle\) becomes a vector space over the field \(F\). We denote this vector space by \(nF\). We note that any \(n\)-dimensional vector space over \(F\) is isomorphic to \(nF\) (see e.g. Halmos [114]). In universal algebra, there are two ways for making the notion of a vector space like \(nF\) precise. These are the “one-sorted” and the “two-sorted” versions, defined below. The one-sorted version is defined as follows:
\[ nF_1 \overset{\text{def}}{=} \langle F, +^V, -^V, \bar{0}, f_a \rangle_{a \in F} \]
with \(f_a\) unary and \(f_a(p) \overset{\text{def}}{=} a \cdot^V p\) for \(p \in nF\) and \(a \in F\). Cf. Burris-Sankappanavar [53].
The two-sorted version is the structure
\[ nF_2 \overset{\text{def}}{=} \langle F, nF; +^V, -^V, \bar{0}, \cdot^V \rangle, \]
where the operations \(+^V, -^V, \bar{0}\) are defined on sort \(nF\) while \(\cdot^V\) is of mixed sort, i.e. \(\cdot^V : F \times nF \rightarrow nF\). Throughout this work, \(nF\) denotes either \(nF_1\) or \(nF_2\) depending on context. Occasionally we will explicitly indicate which one is meant. So whenever \(nF\) shows up, it denotes the \(n\)-dimensional vector space over \(F\) without specifying whether we mean the one-sorted or the two-sorted version (the reader is asked to use the context if he wants to decide this).

We note that the notation \(nF\) is slightly ambiguous (from a different point of view too) because \(nF\) can denote the vector space over the field \(F\) but also (by the standard notation of universal algebra) it can denote the \(n\)th direct (or Cartesian) power of the algebraic structure \(F\). This direct power happens to be a ring. Therefore we might talk about the vector space \(nF\) or the ring \(nF\) (they are not the same because they have different operations). If we do not indicate which one is meant then, by default, we mean the vector space. I.e. if the symbol \(nF\) appears in the text (without an indication of whether we mean a vector space or a ring) then it denotes a vector space. A completely analogous convention applies to \(\mathfrak{F}\) in place of \(F\).

As usual, we will often write \(p -^V q\) in place of \(p +^V (-^V q)\) for simplicity. Further, we will often omit the index \(V\) from \(\cdot^V, +^V\) and \(-^V\), and hope that context will always save us from misunderstandings.

**CONVENTION 2.2.1**
(i) Throughout, \(\mathfrak{F} (= \langle F, \leq \rangle)\) denotes an arbitrary linearly ordered field. However, this is a context sensitive convention in the following sense: If there is a frame model \(M\) around, then automatically \(\mathfrak{F}\) denotes the ordered field reduct of \(M\). A similar convention applies to the field \(F\), its universe \(F\), coordinate system \(nF\), and vector space \(nF\), e.g. if there is an \(\mathfrak{F}\) around then automatically \(F\) denotes its universe etc. In the other direction if we talk about, say, \(F\) then implicitly we assume that there is an \(\mathfrak{F}\) in the background etc.

(ii) As we already said in Def.2.1.2, when we work in \(nF\) \((2 \leq n \leq 4)\), to match the physical intuition, we call the 0-th coordinate \(p_0\) of a point \(p = \langle p_0, \ldots, p_{n-1} \rangle \in nF\) the time coordinate.
or time component of \( p \). Accordingly, when drawing coordinate systems, we call the 0-th axis of it the time axis or \( \vec{t} \)-axis. The rest of the coordinates are the space coordinates or space components. We denote the first four coordinate axes as follows:

\[
\vec{t} \overset{\text{def}}{=} F \times \{0\} \quad (= F \times \{0\} \times \ldots \times \{0\}), \\
\vec{x} \overset{\text{def}}{=} \{0\} \times F \times \{0\}, \\
\vec{y} \overset{\text{def}}{=} \{0\} \times \{0\} \times F \times \{0\}, \quad \text{and} \\
\vec{z} \overset{\text{def}}{=} \{0\} \times \{0\} \times \{0\} \times F \times \{0\}.
\]

In general \( \vec{x}_i \) denotes the \( i \)th coordinate axis, that is

\[
\vec{x}_i \overset{\text{def}}{=} \{0\} \times F \times \{0\} \times \cdots \times \{0\}.
\]

Also, we put

\[
\begin{align*}
p_t & \overset{\text{def}}{=} p_0, \\
p_x & \overset{\text{def}}{=} p_1, \\
p_y & \overset{\text{def}}{=} p_2, \\
p_z & \overset{\text{def}}{=} p_3,
\end{align*}
\]

for each \( p \in \mathbb{F} \).

(iii) Throughout this work, the dimension \( n \) (\( \in \omega \)) of our space-time is a parameter of almost all of our concepts. Therefore a possibility for a rigorous presentation would be to indicate \( n \) in the name of each concept we introduce, e.g., by putting something like “\( (n) \)” after it. But then the text would become too complicated. Therefore we chose omitting the “\( (n) \)”-s except when this would lead to misunderstanding or when we want to emphasize the presence of \( n \).

But sometimes we will define or state things for one particular \( n \) only (e.g., for just \( n = 2 \)). In these cases we will indicate this fact by putting the particular number, in parenthesis, after the name of the concept involved. For example, we will formulate an axiom \( \text{Ax1} \), where \( n \) will be a parameter of \( \text{Ax1} \). Then the instance of \( \text{Ax1} \) for the case \( n = 2 \) will be denoted by \( \text{Ax1}(2) \).

Throughout this work \( n > 1 \). Therefore, we will not mention this explicitly.

We will treat some other parameters likewise. E.g., we will sometimes state things for a collection of models from \( \text{FM} \) such that all \( \mathcal{M} \in \text{FM} \) share the same ordered field \( \mathbb{F} \) as their “quantity part”. Then we will denote this collection by \( \text{FM}(\mathbb{F}) \).

In cases when we will need more than one parameter we will list them in parentheses, separated by commas. For example,

\[
\text{FM}(3, \mathcal{M}) = \{ \mathcal{M} \in \text{FM}(3) : \mathbb{F}^{\mathcal{M}} = \mathcal{M} \}.
\]

That is, \( \mathcal{M} \in \text{FM}(3, \mathcal{M}) \) iff \( \mathcal{M} \) is of dimension 3 and the quantity part of \( \mathcal{M} \) is the ordered field \( \mathcal{M} \) of real numbers.

\(<\)

Besides our frame language introduced in section 2.1, we will also use the language of the vector space \( \mathbb{F}_2^n \) (as an extension of our frame language) for expressing ideas concisely. (E.g., for \( r, s \in \mathbb{F}_2^n \) we may mention the vectors \( r + s \) or \( 3 \cdot r \).) We are allowed to do this since the
"F₂ formulas are translatable to our frame language. As a first example of this and for the other natural abbreviations we will use, we introduce our first axiom Ax₁ both as a formula in a concise style translatable to our frame language\(^{80}\) and, equivalently, as a (longer) formula written purely in the frame language.

The set of straight lines of "F in the usual Euclidean sense is denoted by \(\text{Eucl} := \text{Eucl}(n, \mathfrak{F}) := \text{Eucl}(n, F)\), that is,
\[
\ell \in \text{Eucl}(n, F) \iff (\exists r, s \in ^n F)(s \neq \vec{0} \land \ell = \{r + a \cdot s : a \in F\})\].\(^{81}\)

Ax₁ in a concise language:
\[
G = \text{Eucl}(n, F).
\]

Ax₁ in the frame language of relativity theory:

Ax₁' \((\forall r_0, \ldots, r_{n-1}, s_0, \ldots, s_{n-1} \in F)
(\{s_0, \ldots, s_{n-1}\} \neq \{0\} \Rightarrow (\exists \ell \in G)(\forall p_0, \ldots, p_{n-1} \in F)(E (p_0, \ldots, p_{n-1}, \ell) \iff (\exists a \in F)
\bigwedge_{i<n} p_i = r_i + a \cdot s_i))
\]
and

\[
(\forall \ell \in G)(\exists r_0, \ldots, r_{n-1}, s_0, \ldots, s_{n-1} \in F)
(\{s_0, \ldots, s_{n-1}\} \neq \{0\} \land (\forall p_0, \ldots, p_{n-1} \in F)(E (p_0, \ldots, p_{n-1}, \ell) \iff (\exists a \in F)
\bigwedge_{i<n} p_i = r_i + a \cdot s_i)).
\]

Here we emphasize that Ax₁ is designed to serve the purposes of special relativity only. In later parts when dealing with more general theories of relativity, Ax₁ will be changed.

If \(\ell \in \text{Eucl}(n, F)\), then we can consider the angle between \(\ell\) and the time axis. By \(\text{ang}^2(\ell)\) we denote the square of the tangent of the angle between \(\ell\) and the time axis.\(^{82}\) Thus, for \(\ell = \{r + a \cdot s : a \in F\} \in \text{Eucl}(n, F)\),
\[
\text{ang}^2(\ell) \overset{\text{def}}{=} \frac{s_1^2 + s_2^2 + \cdots + s_{n-1}^2}{s_0^2}, \text{ if } s_0 \neq 0, \text{ and }
\text{ang}^2(\ell) \overset{\text{def}}{=} \infty \text{ if } s_0 = 0.\(^{83}\)
\]

(It will cause no problem that infinity \(\infty\) is not an element of \(F\).) Thus \(0 \leq \text{ang}^2(\ell) \leq \infty\).\(^{84}\)
\(\text{ang}^2(\ell) = 0\) means that \(\ell\) is vertical, \(\text{ang}^2(\ell) = 1\) intuitively means that the angle between \(\ell\) and the time axis is \(45^\circ\), and \(\text{ang}^2(\ell) = \infty\) means that \(\ell\) is horizontal. The definition of \(\text{ang}^2(\ell)\) is illustrated in Figure 8.

---

\(^{80}\)I.e. in Ax₁ we use convenient abbreviations reducible to our frame language.

\(^{81}\)Note that after this definition the formula \(\ell \in \text{Eucl}(n, F)\) counts as a formula of our frame language. Namely, it abbreviates the following formula of our frame language:
\[
(\exists r, s \in ^n F)(s \neq \vec{0} \land E (p \in ^n F)|p \in \ell \iff (\exists a \in F)p = r + a \cdot s).
\]

\(^{82}\)We consider the square of the tangent (instead of the tangent itself) of this angle because, in general, we do not assume that square-roots exist in \(F\).

\(^{83}\)We use \(\infty\) to denote “infinite” in the usual sense. In more detail, \(\infty\) is a new constant symbol not in the language of \(\mathfrak{M}\) and we use it as a new greatest element added to the structure \(\mathfrak{F}\). We will remain informal about \(\infty\) because we will use it only in such formulas from which it can be easily eliminated. Cf. also p.535 of AMN [18] about the notation \(\infty\).
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\[ \begin{align*}
\text{Figure 8: Angle of a line.} \\
\end{align*} \]

**Definition 2.2.2 (life-line (or trace), speed)**

Let \( \mathfrak{M} \) be a frame model as in Definition 2.1.2. Let \( m \in \text{Obs} \) and \( b \in B \) be arbitrary but fixed. Recall from Definition 2.1.2 that the world-view function 

\[ w_m : n^F \rightarrow \mathcal{P}(B) \]

of \( m \) was defined as follows:

\[ w_m(p) = \{ b \in B : \langle m, p, b \rangle \in W \} \quad \text{for every } p \in n^F. \]

(i) By the **life-line (or trace)** of \( b \) as seen by \( m \) (or life-line (or trace) of \( b \) by the world-view of \( m \)) we mean the set

\[ tr_m(b) \overset{\text{def}}{=} \{ p \in n^F : b \in w_m(p) \} = \{ p \in n^F : W(m, p, b) \}. \]

(ii) If \( tr_m(b) \in \text{Eucl}(n, F) \), then by the **speed of \( b \) as seen by \( m \)** we mean

\[ v_m(b) \overset{\text{def}}{=} \text{ang}^2(tr_m(b)), \]

cf. Figure 9.

The formula \( v_m(b) = a \) will abbreviate that

\[ tr_m(b) \in \text{Eucl}(n, F) \quad \text{and} \quad \text{ang}^2(tr_m(b)) = a. \]

\[ \triangleright \]

In Figure 9, the line \( tr_m(b) \) illustrates the life-line of a body \( b \) (in case \( n = 2 \)). The acronym “\( tr \)” stands for “trace”. If \( tr_m(b) = \{ \langle t, x, y, z \rangle : t \in F \} \), then \( m \) always, at each time instance \( t \in F \), sees \( b \) at location \( \langle x, y, z \rangle \), i.e. \( m \) sees the body \( b \) at rest at location \( \langle x, y, z \rangle \). Thus, \( tr_m(b) \) is a vertical line (a line parallel with the time axis), i.e. \( v_m(b) = 0 \), means that “\( b \) is at rest, as seen by \( m \)”. Similarly, the bigger \( v_m(b) \) is, the more “speed” \( b \) is moving with, as seen by \( m \), cf. Figure 9.

As we said \( v_m(b) \) is called the **speed** of \( b \) as seen by \( m \). To be more precise it is the square of the usual speed (since we used \( \text{ang}^2 \) instead of \( \text{ang} \)). The reason for using the square of quantities (in place of the original quantities) is that we do not want to assume that square-roots exist in \( F \). So, speed is a scalar (i.e. element of \( F \)). As opposed to speed, the **velocity** \( \vec{v}_m(b) \) of \( b \) as seen by \( m \) is an \((n - 1)\)-vector, i.e. \( \vec{v}_m(b) \in n^{-1}F \), defined as
follows (cf. Figures 10, 11). Let $\mathfrak{M}$ be a frame model. Let $m \in \text{Obs}$ and $b \in B$ such that $tr_m(b) = \ell = \{ r + a \cdot s : a \in F \} \in \text{Euc}$, for some $r$ and $s \neq \vec{0}$. Assume that $s_0 > 0$. Then

$$\vec{v}_m(b) \overset{\text{def}}{=} \vec{v}_m(\ell) \overset{\text{def}}{=} \langle s_1/s_0, \ldots, s_{n-1}/s_0 \rangle = \langle s_1, \ldots, s_{n-1} \rangle/s_0.$$  

If $s_0 = 0$ then

$$\vec{v}_m(b) \overset{\text{def}}{=} \{ a \cdot s : a \in F \}. \number{84}$$  

If $s_0 = 0$, then $\vec{v}_m(b)$ is infinite (i.e. $\vec{v}_m(b) = \infty$), therefore we cannot represent $\vec{v}_m(b)$ as a finite vector. Therefore, the information content of $\vec{v}_m(b) = \ell$ (where $\ell$ is in the space part of $^nF$) remains that $b$ is moving in direction $\ell$ with infinite speed both “forwards” and backwards”. We note that the speed $v_m(b)$ is the (square of) distance covered by $b$ in unit time; while the velocity $\vec{v}_m(b)$ is the vector representing the change of location which happened in unit time, see Figure 10, assuming $v_m(b) \neq \infty$. For more on the distinction between speed and velocity cf. e.g. Gardner [95, p.7].

We are ready to postulate axioms $\text{Ax2} - \text{Ax6}$. 

$\text{Ax2}$ $\text{Obs} \cup \text{Ph} \subseteq \text{Ib}$.  

That is, observers are inertial bodies; and so are photons. 

$\text{Ax3}$ $(\forall h \in \text{Ib})(\forall m \in \text{Obs}) \left( tr_m(h) \in G \right)$.  

That is, the life-line of any inertial body $h$ as seen by any observer $m$ must be a “line”. 

$\text{Ax4}$ $(\forall m \in \text{Obs}) \left( tr_m(m) = \bar{\ell} = F \times ^{n-1}\{0\} \right)$.  

$\text{Ax4}$ states that the life-line $tr_m(m)$ of an observer as seen by itself is the 0-th axis (the time axis). Thus $\text{Ax4}$ says that each observer sees itself to be a body at rest (not moving) at (space) location $(0, \ldots, 0)$. In particular, $v_m(m) = 0$. This is one of the basic

\number{84} We note that the $s_0 = 0$ case of this definition is not very important. If $s_0 = 0$ (and $s \neq (0, \ldots, 0)$), then the velocity $\vec{v}_m(b)$ is infinite. The direction of this infinite velocity is characterized by the space-like line $\{ a \cdot s : a \in F \}$. 

Figure 9: Traces and speeds.
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Figure 10: Speed and velocity.

Figure 11: Velocity, speed, and acceleration represented purely in space (the time dimension is suppressed). (Of this figure, acceleration is relevant only in Chapter 8 of a future edition [19] of AMN [18].)
axioms of relativity theory. This was a “relativistic axiom” already before Einstein.\textsuperscript{85} It expresses that each inertial observer can “think” that he is at rest and all other bodies are moving. The first step towards general relativity theory will be that we will extend \textbf{Ax4} to accelerated observers, too\textsuperscript{86}: then even accelerated observers can “think” that they are at rest (and then, in a poetic language, gravity will come into the picture to explain certain strange behavior of other bodies).\textsuperscript{87}

\textbf{Ax5} \((\forall m \in \text{Obs})(\forall \ell \in G) \left( \frac{\text{ang}^2(\ell)}{} < 1 \Rightarrow (\exists k \in \text{Obs}) \ell = tr_m(k) \right) \text{ and} \frac{\text{ang}^2(\ell)}{} = 1 \Rightarrow (\exists ph \in \text{Ph}) \ell = tr_m(ph) \right).

\textbf{Ax5} makes sense only in the presence of \textbf{Ax1} (because \text{ang}^2(\ell) is not defined otherwise). Then it states that we have the tools for (performing) thought-experiments: on any appropriate straight line we can assume there is an observer; and the same for photons.\textsuperscript{88} Later we will weaken the first part of \textbf{Ax5} to say that there is a positive \(c\) such that in every direction for every positive \(\lambda < c\) there is an observer going in that direction and with speed \(\lambda\). (i.e., \(\forall m)(\exists x > 0)(\forall \ell)[\text{ang}^2(\ell) < c \Rightarrow (\exists k \in \text{Obs}) \ell = tr_m(k)]\). Cf. \textbf{Ax}(5nop)\textsuperscript{\textsuperscript{-}} in the list of axioms (p.A-19) and in AMN [18, Chapter 5, pp.761, 763].) This weaker form of the axiom is sufficient for many purposes.

\textbf{Ax6} \((\forall m, k \in \text{Obs}) \left( \text{Rng}(w_m) = \text{Rng}(w_k) \right)\).

\textbf{Ax6} states that all observers see the same set of events. I.e., whenever an observer \(m\) sees a set \(E\) of bodies at some time point \(t\) and space location \(s\), any other observer \(k\) must see the same set \(E\) of bodies at some time point \(t'\) and space location \(s'\). In still other words, the same events “exist” or “are available” for all observers. \textbf{Ax6} is quite strong. In particular, it will not be true in our theory of accelerated observers (or in general relativity).\textsuperscript{89} Later we will weaken \textbf{Ax6} to \textbf{Ax6oo} such that the new version will be true for our accelerated observers, too. The new version \textbf{Ax6oo} will say that if \(m\) sees an event \(E\) on the trace of the observer \(k\), then \(k\) itself sees this event \(E\). Cf. \S\textsuperscript{3}.

\textsuperscript{85} Sometimes a stronger form of this is referred to as \textit{Galileo’s relativity principle}. Galileo’s relativity principle says a bit more than just \textbf{Ax4}. Cf. e.g. Geroch [96], pp.32-39, in particular \S\textsuperscript{3} entitled “The Galilean View”. Cf. also Einstein’s Special Principle of Relativity (SPR) in \S 2.8.3 and footnote 185 on p.84.

\textsuperscript{86} According to e.g. Friedman [91, p.5], general relativity begins with the study of accelerated observers (or accelerated reference frames), at least when they are treated “equivalently” with inertial reference frames. In this sense, Chapter 8 of a future edition [19] of AMN [18] deals with the (first steps of the) generalization of our (logic-based) method from special relativity to general relativity.

\textsuperscript{88} In a future edition [19] of AMN [18] we will see a (first-order) modal logic refinement (or variant) of our axioms (and formalism) in which \textbf{Ax5} sounds “less radical” (that is, sounds more convincing intuitively). The modal version of \textbf{Ax5} avoids making space-time “overcrowded” with observers and photons. Cf. [263].

\textsuperscript{89} One reason for this is, very roughly, that if observer \(k\) accelerates (in \(m\)’s world) so fast that its clock will never reach 12 o’clock as seen by \(m\), then the “event” seen by \(k\) at 12 o’clock (or after 12) will not be “seen” by \(m\). Cf. e.g. Etesi-Németi [84] or Hogarth [132] for more realistic settings with similar effects.
Our last axiom in the present section is the most distinguished one in relativity theory:\(^90\)

\[
\text{AxE} \quad \forall m \in \text{Obs} \\forall ph \in \text{Ph} \quad v_m(ph) = 1.
\]

\text{AxE} ("Einstein's axiom") states that the speed of a photon \(ph\), as seen by any observer \(m\), is always 1. In Basax, we choose the "speed of light" to be 1. This is a rather ad-hoc decision, the important part of \text{AxE} is that all observers see all photons as having the same speed. Later, e.g. in Chapter 4 of AMN \cite{18}, we weaken \text{AxE} in several ways.\(^91\)

We will see that already most of these weak forms of \text{AxE} will be enough for proving the majority of the important consequences of Basax. In particular, we will see that the weaker postulates saying that in each direction there is a photon going forwards and that "photons do not race with one another like bullets do" in place of \text{AxE} are already sufficient (together with the other axioms, of course) to prove most of the interesting theorems of special relativity theory. Cf. Chapter 3.

\begin{definition}{Basax} \end{definition}

We define

\[
\text{Basax} \overset{\text{def}}{=} \{ \text{Ax1}, \text{Ax2}, \text{Ax3}, \text{Ax4}, \text{Ax5}, \text{Ax6}, \text{AxE} \},
\]

where the axioms \text{Ax1–Ax6}, \text{AxE} were defined above.

Here is a summary of the axioms in Basax:

\text{Ax1} \quad G = \text{Eucl}(n, F).

\text{Ax2} \quad \text{Obs} \cup \text{Ph} \subseteq \text{Ib}.

\text{Ax3} \quad \forall h \in \text{Ib} \quad \forall m \in \text{Obs} \quad \left( tr_m(h) \in G \right).

\text{Ax4} \quad \forall m \in \text{Obs} \quad \left( tr_m(m) = \bar{t} \right).

\text{Ax5} \quad \forall m \in \text{Obs} \quad \forall \ell \in G \quad \left( \text{ang}^2(\ell) < 1 \Rightarrow \quad (\exists k \in \text{Obs}) \quad \ell = tr_m(k) \right)

\text{Ax6} \quad \forall k, m \in \text{Obs} \quad \left( \text{Rng}(w_m) = \text{Rng}(w_k) \right).

\text{AxE} \quad \forall m \in \text{Obs} \quad \forall ph \in \text{Ph} \quad v_m(ph) = 1.

It follows from \text{Ax2,Ax3} that the trace of any observer is a line. We give this conclusion a name:

\[
\text{(geod)} \quad \forall m, k \in \text{Obs} \quad tr_m(k) \in G.
\]

\(^{90}\)One could refer to e.g. the Michelson-Morley experiment for motivation, but instead of doing that, we refer to the introduction of Friedman \cite{91}.

\(^{91}\)One of these says that each observer \(m\) sees all photons with the same speed, another one is the Reichenbach-Grünebaum version of \text{AxE} etc. Cf. Chapter 3 here and Chapter 4 of AMN \cite{18}. Moreover, following an idea of Gyula Dávid \cite{68}, in Chapter 5 of AMN \cite{18} we see a variant of \text{Basax} which (proves most of usual relativity and) does not need \text{AxE} at all.
Statement (\textbf{geod}) together with \textbf{Ax1} imply that \( \text{tr}_m(k) \) is a \textit{Euclidean} straight line. Later, \textbf{Ax1} will be generalized so that \( G \) will be a more general geometry-like structure, e.g. \( G \) might consist of the geodesics of some structure. Beginning with Chapter 8 of a future edition [19] of AMN [18] where we will have accelerated observers too, (\textbf{geod}) will be restricted to inertial observers.

The world-view function \( w_m \) can be recovered from the family of traces of all bodies \( \langle \text{tr}_m(b) : b \in B \rangle \), and the world-view-relation \( W \) can be recovered from all the world-view functions \( \langle w_m : m \in \text{Obs} \rangle \). Thus we can “represent” the function \( w_m \) by the world-view of \( m \), which is just the indexed family \( \langle \text{tr}_m(b) : b \in B \rangle \), and which, in turn, we represent by drawing the traces of bodies that we are interested in. See Figure 12.

![Figure 12: World-view of \( m \).](image)

Assuming \textbf{Basax}, we can (and will often) draw the world-view of an observer \( m \) as shown in Figure 13. In this figure and in similar pictures, most often we simply write the name of a body \( h \) instead of writing out the long expression \( \text{tr}_m(h) \), when indicating the life-line of \( h \) (as seen by \( m \)).

![Figure 13: The world-view of an observer \( m \) in a model of \textbf{Basax}.](image)
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We will sometimes use the following.

**FACT 2.2.4**

(i) *Assume Basax*. Let $h \in I_b$ be an inertial body with $v_m(h) \neq \infty$. Then $tr_m(h) : F \rightarrow \mathbb{R}^{n-1}F$ is a function everywhere defined on $F$, where we think of $F$ as the time axis $\mathbb{T}$ and of $\mathbb{R}^{n-1}F$ as “space”.

(ii) Statement (i) above remains true if we replace Basax with \{Ax1, Ax3\}.

By the *space part* $S$ of $nF$ we understand the subspace $S \overset{\text{def}}{=} \{ \langle 0, q_1, \ldots, q_{n-1} \rangle : q \in \mathbb{R}^n \} (= \{ q \in \mathbb{R}^F : q_0 = 0 \})$. Throughout chapter 2 we will identify $S$ with $\mathbb{R}^{n-1}F$ to simplify notation. In later chapters we do not identify $S$ with $\mathbb{R}^{n-1}F$. By a *space-vector* we understand an element of $\mathbb{R}^{n-1}F$.

**Remark 2.2.5** (Terminology: Observers, reference frames, “slim observers”, “fat observers”) We call the (sometimes partial\(^{93}\)) function $w_m : \mathbb{R}^F \rightarrow \mathcal{P}(B)$ the *world-view* function of observer $m$.

(i) Some authors call $w_m$ the *reference frame* of observer $m$, cf. e.g. d’Inverno [73]. We could have used that word instead of world-view function, it is only a historical accident that we chose the other name.

(ii) Some authors eliminate “observers” and talk only about reference frames (i.e. world-view functions) $w$’s (with $w : \mathbb{R}^F \rightarrow \mathcal{P}(B)$), instead. This is absolutely justified, because given a world-view function $w : \mathbb{R}^F \rightarrow \mathcal{P}(B)$ we can recover an observer, call it $m$, from $w$ such that, after some modifications, basically $w$ will be the world-view function of $m$. In more detail: We “create” a *new body* $m$ by postulating that the set of events in which $m$ is present should be $w[\mathbb{T}]$. Next, we expand all the world-view functions of our model with this new $m$. With this all properties of $m$ as a body are defined. Now, we raise $m$ to the rank of an observer by postulating that the world-view function $w_m$ of $m$ is defined to be $w$. This construction shows that a reference frame $w$ completely determines an observer $m$ such that $m$’s world-view function is $w$. The above illustrates that if we wish we could forget the observers $m$ and talk about reference frames $w$ instead. Then instead of a set $\text{Obs}$, another set $\text{Rfm}$ of reference frames would be given as one of our primitives. (We could let $\text{Rfm} := \{ w_m : m \in \text{Obs} \}$.)

The above train of thought shows that our approach and the “only reference frames” approach are equivalent (inter-definable) and it is not important whether we start out with observers ($\text{Obs}$) or reference frames ($\text{Rfm}$) in our basic vocabulary.

(iii) Our observers are “slim” in the respect that their life-lines (or traces) are thin curves in $\mathbb{R}^F$. This again is not important, it is again only a choice of words: Namely, we could identify observer $m$ with its world-view function $w_m$, and then it would cease to be “slim” in the above sense. In passing, we also note that instead of a single body $m$, we could have used as an observer $m$ *together with a set $K$ of bodies [slim observers] such that (\forall k \in K) (tr_m(k)) would...

\(^{92}\)More precisely, we can regard the relation $tr_m(h) \subseteq \mathbb{R}^{n}F$ as a function $tr_m(h) : F \rightarrow \mathbb{R}^{n-1}F$ by identifying $F \times \mathbb{R}^{n-1}F$ with $\mathbb{R}^{n-1}F$.

\(^{93}\) $w_m$ will become a partial function in §3, in AMN [18, §4.9] and in a future edition [19] of AMN [18] e.g. in the chapter on accelerated observers, Chapter 8 of AMN [19].
be parallel with $\vec{t}$).\footnote{In this case we could think of an element $k$ of $K$ as a “partner” of $m$ representing a time-like coordinate-line for $m$. Then $m \in K$ could be called the “central partner” in $\langle m, K \rangle$. Such an observer $\langle m, K \rangle$ could be visualized as a cloud of “particles” floating in space and each particle having a clock. Etc.} But since the final mathematical effects would remain\footnote{at least from the point of view of questions investigated in this work} more or less the same\footnote{As we said, on the long run we allow $w_m : nF \rightarrow \mathcal{P}(B)$ to be a partial function, i.e. $\text{Dom}(w_m) \subseteq nF$ is allowed.} (via interdefinability), we decided to stick with an observer being a single body $m \in B$ and whenever we would need a “fat observer” like $K$ above, we will simply recover it from the reference frame (i.e. world-view) $w_m$ of $m$.

\begin{remark}
Throughout, we will use the standard practice from logic of introducing new relation and function symbols by defining them, and then treating them as if they were symbols of our original language. E.g. we defined the function $w_m$ and then we used it in our axioms (as if it was part of our language). We believe that translating the so enriched language back to the original first-order language is straightforward (and therefore it is better not to include it). For such translating algorithms see e.g. Monk [194, pp. 206–210] or Bell-Machover [46, p.97]. For this translation see also our chapter 4.3 on definability theory, in particular subsection 4.3.3 and Convention 2.3.10 on p.31.
\end{remark}
2.3 Some properties of Basax, world-view transformation

In this section we introduce the notion of world-view transformations. We discuss some simple consequences of our basic axioms — to get a feel for them — and then we investigate those functions that occur as world-view transformations in models of Basax. We close this section with listing some basic properties of Basax as a logical theory (like consistency, independence, categoricity).

**Definition 2.3.1 (world-view transformation)**

Given $m, k \in \text{Obs}$, we define the *world-view transformation* $f_{mk}$ as follows:

$$f_{mk} \overset{\text{def}}{=} w_m \circ w_k^{-1}.$$  

We note that $w_k^{-1}$ is a relation, hence the composition $w_m \circ w_k^{-1}$ is again a relation, cf. the definition of composition on p.1. Thus $f_{mk} \subseteq ^nF \times ^nF$ and

$$f_{mk} = \{ \langle p, q \rangle \in ^nF \times ^nF : w_m(p) = w_k(q) \},$$

see Figure 14. Thus $f_{mk}$ is a binary relation on the coordinate system $^nF$; two points are $f_{mk}$-related when $m$ and $k$ see the same “events” at those points. See also Figure 15.

![Figure 14: The world-view transformation.](image)

The name “world-view *transformation*” suggests that $f_{mk}$ is a function, i.e. to any $p \in ^nF$ there is at most one $q$ such that $p$ is $f_{mk}$-related to $q$. This indeed will be the case in models of e.g. Basax, see Prop.2.3.3(v). In arbitrary frame models, $f_{mk}$ can be an arbitrary binary relation. As we said, in models of Basax, $f_{mk}$ cannot be an arbitrary binary relation, e.g. it has to be a function. Towards the end of this section we characterize those functions that occur in models of Basax(2) as world-view transformations cf. Thm.2.3.12, and also there we give some hints for the $n > 2$ case.

Figure 15 illustrates the world-view transformation $f_{mk}$ for the 2-dimensional case. We drew the picture under the assumption that $f_{mk} : ^2F \rightarrow ^2F$, and we indicated two copies of
Figure 15: World-view transformation. The event when “m, k and ph are together” happens at $\bar{0}$ both for m and for k, hence $f_m(k)(\bar{0}) = \bar{0}$. The event when ph and b are together happens at p for m and at $p'$ for k; thus $f_m(p) = p'$.

$2F$, the usual coordinate system way. The world-view of m is illustrated in the top coordinate system, and the world-view of k is in the bottom coordinate system (we did not represent in the picture all traces and all points of the world-views).

As a warm-up we begin with simple statements about our axiom system Basax. Let us recall that $\text{Eucl} = \text{Eucl}(n, \mathfrak{F})$ is the set of straight lines defined on p.18.

**Notation 2.3.2** We define the sets of $n$-dimensional slow-lines $\text{SlowEucl}$ and photon-lines $\text{PhtEucl}$ over an ordered field $\mathfrak{F}$ as follows.

$$\begin{align*}
\text{SlowEucl} & \overset{\text{def}}{=} \text{SlowEucl}(n, \mathfrak{F}), \\
\text{PhtEucl} & \overset{\text{def}}{=} \text{PhtEucl}(n, \mathfrak{F})
\end{align*}$$

$$\begin{align*}
\text{def} & \overset{\text{def}}{=} \{ \ell \in \text{Eucl}(n, \mathfrak{F}) : \text{ang}^2(\ell) < 1 \}, \\
\text{def} & \overset{\text{def}}{=} \{ \ell \in \text{Eucl}(n, \mathfrak{F}) : \text{ang}^2(\ell) = 1 \}.
\end{align*}$$

In connection with Prop.2.3.3(x) below, let us recall from p.2, that $\text{Id}$ is the identity function on $nF$.

**PROPOSITION 2.3.3** Let $\mathcal{M}$ be a frame model of Basax. Then the following are true for all $m, k, h \in \text{Obs} , \ ph \in \text{Ph}$ and $b \in B$.

(i) $\text{Obs} \cap \text{Ph} = \emptyset$, i.e. no photon can be an observer.

(ii) $\text{tr}_m(k) \neq \text{tr}_m(\text{ph})$, i.e. no observer can travel together with a photon.

---

97 $f_m$ will be a *partial function* in all of the axiom systems, besides Basax, studied in the present work.

98 By this we mean that for any ordered field $\mathfrak{F}$ and a binary relation $R \subseteq nF \times nF$, there are a frame model $\mathcal{M}$ and two observers $m, k$ in $\mathcal{M}$ such that $R = f_m$. 

(iii) \( v_m(k) \neq 1 \), i.e. the speed of an observer is never 1.

(iv) The world-view function \( w_m \) is an injection (i.e. one-one). That is, no observer “sees” the same event at two different space-time locations.

(v) The world-view transformation \( f_{mk} \) is a bijection (i.e. one-one, defined on \( nF \) and onto \( nF \)).

(vi) \( w_m = f_{mk} \circ w_k \). I.e. we get the world-view of \( m \) from that of \( k \) by “applying \( f_{mk} \)” to it; \( f_{mk} \) is the “conversion” between \( m \)’s and \( k \)’s world-views.

(vii) \( f_{mk} \) takes the trace of a body as seen by \( m \) to the trace of the body as seen by \( k \), i.e. \( f_{mk}[\tau_m(b)] = \tau_k(b) \).

(viii) \( f_{mk} \) takes slow-lines to straight lines, i.e. if \( \ell \in \text{Slow Eucl} \), \( f_{mk}[\ell] \in \text{Eucl} \).

(ix) \( f_{mk} \) takes photon-lines to photon-lines, i.e. if \( \ell \in \text{Pht Eucl} \), \( f_{mk}[\ell] \in \text{Pht Eucl} \).

(x) \( f_{mm} = \text{Id}, f_{mk} = f_{km}^{-1}, \text{ and } f_{mk} = f_{mh} \circ f_{hk} \).

All of the statements in Proposition 2.3.3 can be expressed with (first-order) formulas in our frame-language. We note that none of (i)-(ix) in Prop.2.3.3 is true without assuming (at least part of) Basax. We invite the reader to construct frame models in which these statements fail. We will prove the items in Prop.2.3.3 one-by-one, so that we can single out the axioms we need for proving them.

Claim 2.3.4 \( \{\text{Ax4, AxE}\} \models \text{Obs} \cap \text{Ph} = \emptyset \).

Proof: Assume that \( m \in \text{Obs} \cap \text{Ph} \). Look at \( v_m(m) \). By Ax4 we have that \( v_m(m) = 0 \), and by AxE and \( m \in \text{Ph} \) we have that \( v_m(m) = 1 \). Since in all fields 0 and 1 are different elements, we reached a contradiction. ■

Claim 2.3.5 \( \{\text{Ax4, Ax6, AxE}\} \models \tau_m(k) \neq \tau_m(ph) \).

Proof: Assume that \( \tau_m(k) = \tau_m(ph) \). Then \( \tau_k(k) = \bar{\ell} \) and \( v_k(ph) = 1 \) by Ax4 and AxE; in this connection note that \( v_k(ph) = 1 \) implies that \( \tau_k(ph) \in \text{Eucl} \) by the convention on p.19. Thus \( \tau_k(k) \neq \tau_k(ph) \). Then \( k \) sees an event in which \( k \) is present but \( ph \) is not present (namely, such is \( w_k(p) \) for any \( p \in \tau_k(k) \setminus \tau_k(ph) \)). However, \( m \) does not see such an event by \( \tau_m(k) = \tau_m(ph) \). This contradicts Ax6, proving the proposition. See Figure 16. ■

Claim 2.3.6 \( \{\text{Ax1, Ax4, Ax5, Ax6, AxE}\} \models v_m(k) \neq 1 \).

Proof: Assume that \( v_m(k) = 1 \) for some \( m, k \in \text{Obs} \). Then \( \text{ang}^2(\tau_m(k)) = 1 \), thus by Ax5, \( \tau_m(k) = \tau_m(ph) \) for some \( ph \in \text{Ph} \). This contradicts Claim 2.3.5. ■

Claim 2.3.7 \( \{\text{Ax1, Ax5}\} \models (\forall m \in \text{Obs})(w_m \text{ is an injection}) \).
Figure 16: An observer cannot travel together with a photon.

**Proof:** Let \( m \in \text{Obs} \) and assume that \( p, q \in {}^nF, p \neq q \). Then, by **Ax1** and by the properties of \( \text{Euc}(n, F) \), \((\exists \ell \in G)(p \in \ell \land q \notin \ell \land \text{ang}^2(\ell) < 1)\). By **Ax5**, \((\exists k \in \text{Obs})\ell = \text{tr}_m(k)\). For such a \( k \), \( k \in w_m(p) \) but \( k \notin w_m(q) \). ■

**Claim 2.3.8**

(i) \( \{ \textbf{Ax1, Ax5, Ax6} \} \models (f_{mk} \text{ is a bijection } f_{mk} : {}^nF \to {}^nF) \).

(ii) \( \{ \textbf{Ax1, Ax5} \} \models (f_{mk} \text{ is a (possibly) partial one-to-one function }) \).

(iii) \( \{ \textbf{Ax1, Ax5, Ax6} \} \models (f_{mm} = \text{Id}, f_{mk} = f_{km}^{-1}, f_{mk} = f_{mh} \circ f_{hk}) \).

**Proof:** That \( f_{mk} \) is one-to-one follows from Claim 2.3.7. That \( f_{mk} \) is defined everywhere and is onto \( {}^nF \) follows from **Ax6**, \( f_{mm} = \text{Id}, f_{mk} = f_{km}^{-1} \text{ and } f_{mk} \supseteq f_{mh} \circ f_{hk} \) follow from the definition of the world-view transformation relations. Assume **Ax1, Ax5, Ax6**, let \( p \in {}^nF \), and \( f_{mk}(p) = q \), i.e. \( w_m(p) = w_k(q) \). By **Ax6** there is \( p' \in {}^nF \) such that \( w_m(p) = w_h(p') \). Now \( f_{mh}(p) = p' \) by \( w_m(p) = w_h(p') \) and \( f_{hk}(p') = q \) by \( w_h(p') = w_m(p) = w_k(q) \). Thus \( f_{mk}(p) = f_{hk}(f_{mh}(p)) \). ■

**Remark 2.3.9** By Claim 2.3.8 we have that if the set \( \text{Wtm} \overset{\text{def}}{=} \text{Wtm}^{\mathfrak{M}} \overset{\text{def}}{=} \{ f_{mk} : m, k \in \text{Obs}^{\mathfrak{M}} \} \) of the world-view transformations is closed under composition \( \circ \), \( \langle \text{Wtm}, \circ, -1, \text{Id} \rangle \) forms a group (under assuming **Ax1, Ax5, Ax6**). In **AMN** [18, Def.3.6.11, p.269] we define a class \( \mathcal{GM} \) of models of **Basax**, such that for some \( \mathfrak{M} \in \mathcal{GM} \) we have that \( \text{Wtm} \) is not closed under composition.\(^99\) However, in \$2.8$ we introduce a “symmetry axiom” **Ax□1** and we see in **AMN** [18] that if \( \mathfrak{M} \models \textbf{Basax} \cup \{ \textbf{Ax□1} \}, \langle \text{Wtm}^{\mathfrak{M}}, \circ, -1, \text{Id} \rangle \) is a group.

\(^99\) For more on models \( \mathfrak{M} \) of **Basax** in which \( \text{Wtm} \) is not a group cf. section 3.10 of **AMN** [18]. Cf. also [261].
2.3 WORLD-VIEW TRANSFORMATION

By Claim 2.3.8(ii), in most of the situations we will investigate, \( f_{mk} \) will be a function. This will remain so, even when we will study refinements of our axiom system \text{Basax}, or even when we will omit some or most of our axioms, \( f_{mk} \) will be at least a partial function \( nF \supseteq \text{Dom}(f_{mk}) \xrightarrow{f_{mk}} nF \). Therefore, we would like to use the standard notation \( f_{mk}(p) \) when \( p \in nF \) as if \( f_{mk} \) were a (partial) function symbol. But then (since in our original frame-language \( f_{mk} \) is only a relation symbol) we have to define a translation mechanism ensuring that the formulas involving notation like \( f_{mk}(p) \) remain formulas of our frame language. To ensure this we make the following convention.

**CONVENTION 2.3.10** We introduced \( f_{mk} \) as a binary relation symbol (in the extended version of our frame-language). Since in models of \text{Basax} it is a function (cf. Prop.2.3.3(v)), we will also use \( f_{mk} \) as if it were a unary function symbol. There is a well known practice of doing this; a precise translation algorithm can be found e.g. in Monk [194, pp. 206–210] or Bell-Machover [46, p.97] ("Elimination of function symbols"). However, later we want to treat theories where \( f_{mk} \)'s will be only partial functions. Therefore, instead of the algorithms for translating total functions given e.g. in Monk [194], we want to use a slightly more general translation algorithm suitable for handling partial functions as well, see e.g. Andreka-Nemeti [29]. This translation is quite intuitive: whenever we write "\( f_{mk}(p) \)" we mean "\( f_{mk} \) is defined on \( p \), i.e. there is a unique \( q \) such that \( \langle p, q \rangle \in f_{mk} \), and \( f_{mk}(p) \) denotes this unique \( q \)".

In more detail: Let \( \tau, \sigma(p) \) be terms and \( R \) be a relation symbol like "\( = \)" or "\( \leq \)" in our frame language (expanded, for convenience, with the language of the vector space \( nF_2 \)). Let us recall that \( p, q \) are variable symbols ranging over \( nF \). Then an atomic formula of the "shape" \( f_{mk}(p) = \tau \) means

\[
\exists q \ (\langle p, q \rangle \in f_{mk}) \land \exists q \ (\langle p, q \rangle \in f_{mk} \land q = \tau),
\]

where \( q \) is a new variable and "\( \exists \)" means "there is a unique". That is, the new formula says, \( f_{mk} \) is defined on the argument \( p \) and is a function on \( \{p\} \) and \( f_{mk}(p) = \tau \).

Similar convention applies to more general atomic formulas like \( R(f_{mk}(p), \tau) \) or \( \sigma(f_{mk}(p)) = \tau \). In both cases the new formula begins with \( \exists!q(\langle p, q \rangle \in f_{mk}) \). E.g. the translated version of the second formula is

\[
\exists q \ (\langle p, q \rangle \in f_{mk}) \land \exists q \ (\langle p, q \rangle \in f_{mk} \land \sigma(q) = \tau),
\]

where \( q \) does not occur in \( \tau \) or \( \sigma(p) \).

Let \( \text{Tr} \) denote the "translation function" which we are in the process of defining, which is defined on formulas, and which eliminates function-symbol style occurrences of the \( f_{mk} \)'s. So far we described how to translate atomic formulas, call them \( \varphi_i \), possibly containing \( f_{mk} \)'s as function symbols to new formulas \( \text{Tr}(\varphi_i) \) in which \( f_{mk} \)'s do not occur as function symbols (and hence \( \text{Tr}(\varphi_i) \) is truly in our frame language). Now, if we want to translate a complex formula, call it \( \psi \), the same way (i.e. eliminate using \( f_{mk} \)'s as functions), first we translate all the atomic formulas \( \varphi_i \) occurring in \( \psi \), and then we put together the translations exactly as \( \psi \) was put together. E.g. \( \text{Tr}(\varphi \land \psi) = \text{Tr}(\varphi) \land \text{Tr}(\psi) \), \( \text{Tr}(\neg \varphi) = \neg \text{Tr}(\varphi) \), \( \text{Tr}(\exists x \varphi) = \exists x(\text{Tr}(\varphi)) \).

Now, we turn to characterizing the world-view transformations in models of \text{Basax}(2). Figures 17 and 18 illustrate these transformations, and give perhaps a hint for why we will call

---

100 As we already said, \( nF_2 \) formulas are translatable to our frame language.

101 The first subformula \( \exists!q(\langle p, q \rangle \in f_{mk}) \) means, simply, that \( f_{mk}(p) \) is uniquely defined.
such transformations later “rhombus transformations”. Their relationship with the literature
(Lorentz transformations, Poincaré transformations) is discussed in §2.9.\textsuperscript{102} In Figure 18 the
world-view transformation $f_{mk}$ is illustrated in such a way that the world-views of both $k$ and $m$ are drawn in the same copy of $^2F$. I.e. k’s coordinate system is drawn into m’s world-view, cf. also Figure 17.

Before giving the characterization (of the world-view transformations), we cite a theorem
from the next chapter. (Cf. Thm.3.2.6 on p.110.)

**THEOREM 2.3.11** Assume Basax. Let $m, k \in \text{Obs}$. Then $f_{mk}$ takes straight lines to
straight lines, that is, $(\forall \ell \in \text{Eucl}) f_{mk}[\ell] \in \text{Eucl}.$

We prove the above theorem in the form of the more general Thm.3.2.6 (p.110). ■

Throughout, by a transformation $f$ (of $^nF$) we mean a function $f : ^nF \rightarrow ^nF.$\textsuperscript{103} By a
photons-preserving transformation $f$ (of $^nF$) we mean a bijective transformation such that both
$f$ and $f^{-1}$ take photon-lines to photon-lines. Further, by a collineation $f$ (of $^nF$) we mean a
transformation (of $^nF$) which takes straight lines to straight lines, i.e. which preserves Eucl. A homomorphism between two structures is defined the natural way. Intuitively, it is a structure
preserving map between the universes of the structures involved. A detailed definition is given
in Convention 4.3.1 (p.220). We note that structure means both (universal) algebra, model and
any combination of the two (like our frame-models $\mathcal{M}$). We recall from the standard literature
of algebra that by a linear transformation of a vector space $^nF$ we understand a homomorphism
of the one-sorted vector space $^nF_1$ onto itself, cf. e.g. Halmos [114]. (The homomorphisms
of the two-sorted vector space $^nF_2$ into itself are something else, cf. Remark 2.3.13.) An
automorphism of a structure is an injective and surjective homomorphism of that structure
into itself such that the inverse of the map is a homomorphism, too (cf. AMN [18, p.160] for more detail).

**THEOREM 2.3.12** (Characterization of world-view transformations in Basax(2).) Let $\mathfrak{F} = (F, \leq)$ be an ordered field, and $f : ^2F \rightarrow ^2F$.

1. Assume first that $F$ has no (nontrivial) automorphisms\textsuperscript{104} and $f(0) = 0$. Then (i)-(iii) below are equivalent.

   (i) $f$ is a world-view transformation in some model of Basax(2) whose ordered field
   reduct is $\mathfrak{F}$.$\textsuperscript{105}$

   (ii) $f$ is like on Figures 17 and 18, i.e. $f$ is a bijective linear transformation of the vector-
   space $^2F$ such that $f[\vec{f}]$ and $f[\vec{x}]$ are mirror images of each other w.r.t. a photon-line
   passing through $\vec{0}$. Moreover, the vectors $f((1,0))$ and $f((0,1))$ are of the same
   length.$\textsuperscript{106}$ Cf. Figure 19.

---

\textsuperscript{102} Using that terminology, world-view transformations in models of Basax are exactly the Poincaré transformations composed with expansions and with functions induced by field-automorphisms. Cf. Theorem 2.9.4.

\textsuperscript{103} Often we write mapping or map instead of transformation, e.g. photon-preserving mapping or linear mapping.

\textsuperscript{104} Let us note that the property of $\mathcal{M}$ that “$^nF^{\text{BN}}$ has no (nontrivial) automorphisms” cannot be expressed by a set of (first-order) formulas in our frame-language, since this property is not preserved under taking ultrapowers. We also note that the field of reals (real numbers) and the field of rational numbers enjoy this property.

\textsuperscript{105} I.e. $(\exists m \in \text{Mod}(\text{Basax}(2))) [(\exists m, k \in \text{Obs}) f = f_{km} \text{ and } \mathfrak{F}^{\text{BN}} = \mathfrak{F}].$

\textsuperscript{106} We use $p_0 + p_1^2$ for the length of $p \in ^2F$. (We do not take square roots because no axiom ensures their existence yet.)
Figure 17: World-view transformation in two space-time dimensions assuming Basax.
2 SPECIAL RELATIVITY

Figure 18: Two-dimensional world-view transformation in $\text{Basax}(2)$.

Figure 19: Two-dimensional world-view transformation in $\text{Basax}(2)$. 
(iii) $f$ is a photon-preserving bijective collineation (i.e. $f$ is bijective, takes straight lines and photon-lines to straight lines and photon-lines respectively).

2. In the more general case when $F$ is permitted to have (nontrivial) automorphisms, we still have that (i), (iii) above are equivalent (with each other and) with both (ii)' and (ii)* below:

(ii)' $f = \gamma \circ g$ where $g$ is like $f$ was in (ii) above and there is an automorphism $\varphi : F \to F$ of $F$ such that $\gamma(p) = \langle \varphi(p_0), \varphi(p_1) \rangle$ for all $p \in F^2$.\(^\text{107}\)

(ii)* $f$ is a bijective collineation such that $f(\langle 1, 0 \rangle)$ and $f(\langle 0, 1 \rangle)$ are mirror images of each other w.r.t. a photon-line passing through $0$. I.e. $f$ is like on Figures 17–19.

3. If in 2 above we drop the assumption $f(0) = 0$, (ii)' and (ii)* have to be changed to (ii)'' and (ii)*'', respectively, below.

(ii)'' $f$ is a composition of a function $f'$ which is like in (ii)' and a translation, i.e.

\[ f = f' \circ \tau \text{ where } f' \text{ is exactly like } f \text{ was in (ii)' and } \tau : 2F \to 2F \text{ is a translation}.\(^\text{108}\)

(ii)*'' $f$ is a bijective collineation such that $f(\langle 1, 0 \rangle)$ and $f(\langle 0, 1 \rangle)$ are mirror images of each other w.r.t. a photon-line passing through $f(0)$.

Before proving Thm.2.3.12, we include the following two remarks.

**Remark 2.3.13** The bijective collineations of $^nF$ came up in the above theorem (and they will keep on coming up later, too). Therefore, we note that the 0-preserving bijective collineations are exactly the automorphisms of the two-sorted version $^nF_2$ of the vector space $^nF$.

Another characterization (of the bijective collineations preserving $0$) is that they are exactly the maps obtainable as a composition of a bijective linear transformation (i.e. an automorphism of the one-sorted version $^nF_1$ of the vector-space) and a map induced by an automorphism of the field $F$. Cf. Lemma 3.1.6 on p.163 of AMN [18].

**Remark 2.3.14** The above theorem (characterizing the $f_{mk}$'s) involves field automorphisms. Intuitive (as well as mathematical) discussion of field automorphisms with examples, pictures, and their roles in Basax models, in collineations and in the world-view transformations (the $f_{mk}$'s) will be discussed in a separate item in Chapter 3 of a future edition [19] of AMN [18]. We note that a partial version of the just promised discussion (of field automorphisms etc.) can be found in the 1997 October 27 version of [25], pp. 25–26. The just promised discussion will include e.g. the following: (i) In any Basax model $\mathfrak{R}$, if $\mathfrak{F}^{\text{Ar}}$ is Archimedean\(^\text{109}\) and Euclidean (for “Euclidean” see p. 55), the $f_{mk}$'s are affine transformations\(^\text{110} \text{.}^\text{111}\) (ii) There are Basax(2) models with Archimedean ordered field reduces containing non-betweeness preserving hence

---

\(^{107}\)To help the reader's intuition we note that $\gamma \circ g$ on the points with rational coordinates, e.g. $p = \langle 1, 1 \rangle$, is the same as $g$. (Let us recall that, for any $\mathfrak{F}$ the rational numbers can be considered as elements of $\mathfrak{F}$.)

\(^{108}\)A translation is a map of the form $\langle p + q : p \in ^nF \rangle$, where $q \in ^nF$ is fixed.

\(^{109}\) $\mathfrak{F}$ is Archimedean iff each positive $x \in F$ there is a natural number $\rho \in \omega$ which is larger than $x$, i.e. $\rho > x$. (We note that for every ordered field the set $\omega$ of the natural numbers can be considered as a subset of the ordered field, or in more careful wording $\omega$ is embeddable into the ordered field in a natural way.) For brevity, by “Archimedean field” we mean “Archimedean ordered field”. We further note that $\mathfrak{F}$ is Archimedean, iff it is embeddable into (i.e. isomorphic to a subfield of) $\mathfrak{R}$.

\(^{110}\)Affine transformations are linear transformations composed with translations, as we will discuss this in §2.9.

\(^{111}\)For undefined terminology the reader is referred to the Index.
non-continuous and not affine world-view transformations.\textsuperscript{112} (iii) If, to Basax(2), we add the axiom that the $f_{mk}$’s are betweenness preserving, we will obtain a strictly stronger and natural version (of Basax(2)). (For $n > 2$, Basax implies that the $f_{mk}$’s are betweenness preserving, cf. Prop.4.5.4 on p.289 of AMN \textsuperscript{[18]}). (iv) We guess that in Basax models the assumption that the $f_{mk}$’s are betweenness preserving implies that they are continuous, but we did not check this. (v) There are Basax models with Euclidean ordered field reducts in which some of the $f_{mk}$’s are not affine, for every $n \geq 2$. (vi) There are Basax models with Euclidean ordered field reducts where some of the $f_{mk}$’s are continuous collineations which are still not affine transformations. This means that if we add to Basax continuity of the $f_{mk}$’s as an extra axiom, we still cannot force all the $f_{mk}$’s to be affine. (vii) If $n > 2$ and $\mathfrak{g}$ is a reduct of a Basax model, all the automorphisms of $F$ are order preserving, i.e. using a standard notation of universal algebra $Aut(F) = Aut(\mathfrak{g})$, cf. Corollary 6.7.12 on p.1142 of AMN \textsuperscript{[18]}.

Proof of Thm.2.3.12: The main idea of the proof is illustrated in Figure 20.
Assume that $F$ has no (nontrivial) automorphisms and $f(\bar{0}) = \bar{0}$.

(i) $\Rightarrow$ (iii): $f$ is a bijection and photon-preserving by Prop.2.3.3(v),(ix); and $f$ is a collineation by Thm.2.3.11.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure20.png}
\caption{This is the main idea of the proof of Thm.2.3.12.}
\end{figure}

(iii) $\Rightarrow$ (ii): Since $F$ has no (nontrivial) automorphisms and $f(\bar{0}) = \bar{0}$, a bijective collineation is a linear transformation, cf. Remark 2.3.13. If we do not assume that $F$ has no (nontrivial) automorphisms – but we still assume $f(\bar{0}) = \bar{0}$ –, $f$ is like in (ii)\textsuperscript{′}, i.e. $f$ is a composition of a linear transformation with a map coming from a field automorphism, cf. Remark 2.3.13. If we do not assume $f(\bar{0}) = \bar{0}$ either, $f$ is like in (ii)\textsuperscript{″}, i.e. we have to compose with a translation also. The main idea of the rest of the proof is illustrated in Figure 20.

For any two distinct points $p, q \in \mathcal{F}$, $\overline{pq}$ denotes the Euclidean line containing both $p$ and $q$.

Consider the two photon-lines (in Figure 20) illustrated on the left-hand copy of $\mathcal{F}$, they are $\langle 0,0 \rangle \langle 1,1 \rangle$ and $\langle 1,0 \rangle \langle 0,1 \rangle$. These two photon-lines are taken to $f(\langle 0,0 \rangle)f(\langle 1,1 \rangle)$ and $f(\langle 1,0 \rangle)f(\langle 0,1 \rangle)$.$^{113}$

These last two are photon-lines because $f$ is photon-line preserving. They cannot be parallel, because the original two photon-lines are not parallel. Thus they have to be orthogonal (in the usual Euclidean sense) to each other because we are in two dimensions. The two pairs of lines

\textsuperscript{112} We note that “affine $\Rightarrow$ continuous $\Rightarrow$ betweenness preserving” (for $f_{mk}$’s of Basax models if $\mathfrak{g} = \mathfrak{R}$).

\textsuperscript{113} Sometimes we write $fp$ for $f(p)$ like $f(0,0)$ for $f(\langle 0,0 \rangle)$. 
\[ f(0,0)f(1,0), f(0,1)f(1,1) \] and \[ f(0,0)f(0,1), f(1,0)f(1,1) \] are parallel because the original lines are so. Thus the square with vertices \( f(0,0), f(1,0), f(0,1), f(1,1) \) is taken to the parallelogram with vertices \( f(0,0), f(1,0), f(0,1), f(1,1) \). The latter parallelogram is indeed a rhombus, because its diagonals are orthogonal. This implies (ii).

(ii) \(\Rightarrow\) (i): We prove this as AMN [18, Thm.2.4.2].

---

Figure 21: World-view transformation in three space-time dimensions, cf. Figures 17 and 18.

A large part of Thm.2.3.12 remains true in higher dimensions (i.e. for Basax\( (n) \) in place of Basax\( (2) \)), e.g., under a mild extra assumption\(^{114} \) on \( \mathfrak{g} \), (i) and (iii) remain equivalent, cf. Thm.2.9.4 on p.103 and Thm.3.6.16 on p.273 of AMN [18]. We now generalize the kind of transformations described in (ii) (of Thm.2.3.12) to arbitrary dimensions \( n \geq 2 \); we will call such transformations "rhombus transformations". Cf. Figures 21, 22.

In two dimensions, the trace of an observer, as everything else, is in the plane of the time-axis and the \( \vec{x} \)-axis. In higher dimensions this is not so. Below we will single out a special case in higher dimensions that resembles the 2-dimensional case, and we will call it "standard configuration".

**Notation 2.3.15**

1. For every \( i \in n \), \( 1_i \in ^n F \) denotes the unit vector pointing in direction of the \( i \)'th coordinate axis \( \vec{x}_i \), that is,

\[
1_i \overset{\text{def}}{=} (0, \ldots, 0, 1, 0, \ldots, 0)_{\text{.}}^t .
\]

Usually, we will write

\[
1_t, 1_x, 1_y, 1_z \quad \text{for} \quad 1_0, 1_1, 1_2, 1_3 , \quad \text{respectively}.
\]

2. Let \( j \leq n \). We say that \( P \) is a \textit{\( j \)-dimensional plane} iff there is a \( j \)-dimensional subspace\(^{115} \) \( W \) of \( ^n F \) and a vector \( p \in ^n F \) such that \( P = W + p \), where \( W + p \overset{\text{def}}{=} \{ w + p : w \in W \} \).\(^{116} \)

---

\(^{114} \)This extra assumption is that the square roots of positive elements exist in \( \mathfrak{g} \) (i.e. that \( \mathfrak{g} \) is Euclidean).

\(^{115} \)Let us recall from the literature that by a \textit{subspace} of the vector space \( ^n F \) we understand a subalgebra (in the universal algebraic sense, cf. Conv.3.1.2) \( W \subseteq ^n F_1 \) of the one-sorted vector space \( ^n F_1 \). Further a one-sorted vector space \( W \) is \textit{\( j \)-dimensional} iff there is a \( j \)-element minimal generator system \( G \subseteq W \), i.e. \( G \) generates \( W \) but no proper subset of \( G \) generates \( W \). (\( G \) \textit{generates} \( W \) if no proper subalgebra of \( W \) contains \( G \).)

\(^{116} \)We use the universal algebraic convention that \( W \) denotes the algebra (vector space) and \( W \) denotes its universe. (We also note that by a plane one understands a set of form \( W + p \), where \( W \) is 2-dimensional.)
Preparation for drawing 3-dimensional \( f_{mk} \).

Figure 22: 3-dimensional world-view transformation \( f_{mk} \) in “standard” configuration, cf. Figures 16, 18. For the notion of standard configuration cf. Def.2.3.16 and Figures 23, 24.
By a plane we understand a 2-dimensional plane.
By a hyper-plane we understand an $n - 1$-dimensional plane.

3. Let $\ell_1, \ell_2 \in \text{Eucl}$.

(i) We say that $\ell_1$ and $\ell_2$ are in the same plane if there is a 2-dimensional plane $P$ such that $\ell_1, \ell_2 \subseteq P$.\footnote{The standard geometry literature uses the expression “$\ell_1$ and $\ell_2$ are coplanar” for this.}

(ii) If there is a unique 2-dimensional plane $P$ such that $\ell_1, \ell_2 \subseteq P$, we denote this unique $P$ by $\text{Plane}(\ell_1, \ell_2)$.

E.g. $\text{Plane}(\bar{t}, \bar{x}) = F \times F \times \{0\}$ and $\text{Plane}(\bar{t}, \bar{y}) = F \times \{0\} \times F \times \{0\}$.

(iii) We say that $\ell_1$ and $\ell_2$ are parallel, in symbols $\ell_1 \parallel \ell_2$, iff $\ell_1$ and $\ell_2$ are in the same plane and $\ell_1 \cap \ell_2 = \emptyset$ or $\ell_1 = \ell_2$.

(iv) Whenever we write $\ell \parallel \ell'$ and we do not indicate what kinds of objects $\ell$ and $\ell'$ are, then the symbol $\ell \parallel \ell'$ abbreviates the formula $(\ell \parallel \ell'$ and $\ell, \ell' \in \text{Eucl})$. (This will be slightly different in the geometry chapter, §4.)

We are ready to define standard configuration. We will write about the intuitive meaning of standard configuration after the definition.

**Definition 2.3.16 (Standard configuration)**

(i) Let $\mathfrak{M}$ be a frame model. Let $m, k \in \text{Obs}$. We say that $m$ and $k$ are in standard configuration if

$$f_{mk}[\text{Plane}(\bar{t}, \bar{x})] = \text{Plane}(\bar{t}, \bar{x}) \quad \text{and} \quad (\forall 1 < i \in n)(\exists 0 < \lambda \in F)f_{mk}(1_i) = \lambda \cdot 1_i.$$

(ii) We say that $m$ and $k$ are in strict standard configuration if in addition to the above we have $f_{mk}(1_x, x) > 0$.

See Figures 23, 24. Cf. also Figure 22.

---

![Figure 23: Standard configuration. Here $\bar{x}$ and $\bar{y}$ are space axes of $m$ while $\bar{x}'$ and $\bar{y}'$ are space axes of $k$. The spatial coordinate system $\{\bar{x}', \bar{y}'\}$ of $k$ is moving relative to that of $m$.](image-url)

The next proposition says that $m$ and $k$ are in standard configuration iff they meet at $\bar{0}$, they see each other moving in direction $1_x$ (forwards or backwards), and they see each other’s unit-vectors other than $\bar{t}, \bar{x}$ as perhaps shrinking or growing but pointing in the same direction.

\footnote{The standard geometry literature uses the expression “$\ell_1$ and $\ell_2$ are coplanar” for this.}
PROPOSITION 2.3.17 Assume Ax1 – Ax5. Then m and k are in standard configuration
iff (i)-(iv) below hold.

(i) $f_{mk}(\bar{0}) = \bar{0}$

(ii) $tr_m(k), tr_k(m) \subseteq Plane(\bar{f}, \bar{x})$

(iii) If $v_m(k) = 0$, $f_{mk}[\bar{x}] \subseteq Plane(\bar{f}, \bar{x})$

(iv) Let $1 < i \in n$. Then $f_{mk}(0, \ldots, 0, 1, 0, \ldots, 0) = (0, \ldots, 0, \lambda, 0, \ldots, 0)$ for some $0 < \lambda \in F$.

We note that Ax3 and Ax5 in the above Proposition 2.3.17 can be replaced with their
much weaker forms Ax3* and Ax5* i.e. with $(\forall k \in Obs)[tr_m(k) = \emptyset$ or $tr_m(k) \in G]$ and with $(\exists c > 0)(\forall \ell)[\angle^2(\ell) < c \Rightarrow (\exists k \in Obs)\ell = tr_m(k)]$ respectively, where the axiom
Ax3* is defined in §3 and Ax5* is defined in AMN [18, Chapter 5, p. 761], see the list
of axioms. Thus in later parts when we deal with weaker axiom systems, (i)-(iv) in Proposition
2.3.17 will still give an equivalent definition of standard configurations (because the weaker
axioms that we mentioned will be included in all our weak axiom systems).

We note that being in standard configuration is a symmetric relation, i.e. if m and k are in
standard configuration, k and m are also in standard configuration. Very often it simplifies the
discussion if we assume that m and k are in standard configuration. (Sometimes, in intuitive
discussions we may assume that m and k are in standard configuration without explicitly
mentioning this.)

The reader is invited to contemplate Figures 17–22. They all represent cases of a natural
kind of transformations $f : nF \rightarrow nF$ which we will call rhombus transformations, their
set will be denoted by Rhomb, cf. Def.2.3.18 below. They are generalizations of the kind of
functions occurring in Thm.2.3.12(ii); they will be strongly related to what we will call Lorentz
transformations in standard configuration, cf. Thm.2.9.7 on p.104.

Now we turn to a common generalization of the transformations illustrated in Figures 17–
22.

Definition 2.3.18 (Rhombus transformation, Rhomb)
Assume $\mathfrak{F}$ is an ordered field and $n \geq 2$.
By a rhombus transformation (of $n\mathfrak{F}$)\(^{118}\) we understand a bijective linear transformation $f : nF \rightarrow nF$ of the vector space $n\mathfrak{F}$ satisfying (i)-(iii) below.

(i) $f(1_\bar{\ell})$ and $f(1_x)$ are both in $Plane(\bar{f}, \bar{x})$ and are mirror images of each other w.r.t. a
photon-line $\ell$ with $0 \in \ell \subseteq Plane(\bar{f}, \bar{x})$.\(^{119}\)

(ii) $(\forall 1 < i \in n) (f(1_i) = \lambda \cdot 1_i$, for some $0 < \lambda \in F$).\(^{120}\)

\(^{118}\)Occasionally we mention this symbol $n\mathfrak{F}$. Since $\mathfrak{F}$ is an algebraic structure, so is its Cartesian power $n\mathfrak{F}$
(which happens to be a partially ordered ring). However, in this work, we think of $n\mathfrak{F}$ as a partially ordered
vector space $\langle \mathfrak{F}, \leq \rangle$ where the partial ordering $\leq$ of $\mathfrak{F}$ is induced by $\leq$ of $\mathfrak{F}$ in the usual, “Cartesian power”
style. (In particular, the coordinate axes like $\bar{f}$ are linearly ordered by this partial order $\leq$ of $n\mathfrak{F}$.)

\(^{119}\)This mirror image part means that if $f(1_\bar{\ell}) = \lambda \cdot 1_\bar{\ell}$ then either $f(1_x) = \langle p_0, p_0, 0, \ldots, 0 \rangle$ or $f(1_x) = \langle -p_0, -p_0, 0, \ldots, 0 \rangle$.

\(^{120}\)For completeness we note that more on the choice of $\lambda$ can be found in §§3.2, 3.5 of AMN [18]. However,
we emphasize that the above definition makes sense (i.e. is complete) without any further discussion of the
choice of $\lambda$. 

2.3 WORLD-VIEW TRANSFORMATION

Figure 24: A standard, and a nonstandard configuration.
(iii) \( f \) preserves the set of photon-lines, i.e. \( (\forall \ell \in \text{PhtEucl}) \ f[\ell] \in \text{PhtEucl} \).

Condition (iii) is needed only if \( n > 2 \). The role of (iii) is to regulate the choice of \( \lambda \) in (ii). \( \text{Rhom} = \text{Rhom}(n, \mathfrak{g}) \) denotes the set of rhombus transformations of \( \mathfrak{g} \).

We note that rhombus transformations will play a central role in proving that \( \text{Basax}(n) \) is consistent, cf. §2.4 and AMN [18, §3.5].

**Remark 2.3.19** Assume that square roots of positive elements of \( \mathfrak{g} \) exist, that is \((\forall 0 < x \in F)(\exists y \in F) \ x = y^2 \). Assume \( n > 2 \). In chapter 3 of AMN [18] we see that [121] for any slow-line \( \ell \) with \( \bar{0} \in \ell \subseteq \text{Plane}(\bar{t}, \bar{x}) \) there is a rhombus transformation taking \( \bar{t} \) to \( \ell \). The idea will be that first we choose \( f(1_t) \) and \( f(1_x) \) so that they are mirror-images of each other like in (i) of Def.2.3.18, and \( f(1_i) \) is on \( \ell \). \( \text{Plane}(\bar{t}, \bar{x}_i) \) is the plane determined by \( \bar{t} \) and \( \bar{x}_i \) in an analogous way as \( \text{Plane}(\bar{t}, \bar{x}) \) was defined. Then for every \( i \in n, i > 1 \) there is a unique \( \lambda \) making (ii) (of Def.2.3.18) true so that photon-lines in \( \text{Plane}(\bar{t}, \bar{x}_i) \) are mapped to photon-lines. These now fix our linear transformation \( f \). Finally, we have to check that (iii) of Def.2.3.18 is satisfied, i.e. that every photon-line is mapped (by \( f \)) to a photon-line, and not only those in \( \text{Plane}(\bar{t}, \bar{x}_i) \).

We note that if for observers \( m \) and \( k \) we have \( f_{km} \in \text{Rhom}, m \) and \( k \) are in standard configuration.

In §2.9 we will recall from the literature the so-called Lorentz transformations. A special case of the latter will be called Lorentz transformations in standard configuration. The elements of the above introduced \( \text{Rhom} \) will turn out to be generalizations of Lorentz transformations in standard configuration, cf. Thm.2.9.7 on p.104. At this point we would like to suggest that the reader go through Figures 17–22 and compare them with the definition of \( \text{Rhom} \).

Connections between the world-view transformations \( f_{mk} \) and Lorentz transformations will be discussed in §2.9. It will turn out that for establishing these connections it is enough to assume \( \text{Basax} \). Roughly speaking, these connections will say that every \( f_{mk} \) is a composition of a *Lorentz transformation*, an *expansion*, and a map induced by a *field automorphism*.

\[\ast \ast \ast\]

Now we turn to listing some (logical) properties of \( \text{Basax} \) as a first-order theory.

According to our Convention 2.2.1(ii), \( \text{Basax}(2) \) denotes \( \text{Basax} \) in the 2-dimensional case. Next, in section 2.4, we will see that \( \text{Basax}(2) \) is *consistent*, that is, there exist frame models satisfying \( \text{Basax}(2) \). In AMN [18, sections 3.2, 3.5] we see that \( \text{Basax}(3) \) is also consistent, and that generally, \( \text{Basax}(n) \) is consistent for all \( n \geq 3 \) (cf. AMN [18, Definition 3.5.5, Thm.3.5.6]).

The next two properties “count as logical” in the sense that the above property (consistency) concerns the existence of models while the next two properties concern existence of special kinds of models (namely, models with faster than light observers, and models with special ordered field reducts).

We will see, in section 2.4, that there are models of \( \text{Basax}(2) \) in which there are observers moving *faster than light*, while if \( n > 2 \) then there are no such models of \( \text{Basax}(n) \) (i.e.

---

121 Cf. §3.2 of AMN [18], cf. also Lemma 3.8.46 of AMN [18].
for \( n > 2 \), \( \text{Basax}(n) \models (\forall m, k \in \text{Obs})v_m(k) < 1 \), see Thm.3.2.13 (p.118), while \( \text{Basax}(2) \not\models (\forall m, k \in \text{Obs})v_m(k) < 1 \).

We will see that every linearly ordered field is the ordered field reduct of some model of \( \text{Basax}(2) \), while the ordered field reducts of \( \text{Basax}(3) \) are exactly the Euclidean ordered fields (i.e., those in which square roots of positive elements exist). For \( n > 3 \), we do not know exactly which ordered fields occur as ordered field reducts of \( \text{Basax}(n) \) models, but we know that all Euclidean ordered fields do occur.

An axiom system \( \text{Th} \) is called independent if no axiom of \( \text{Th} \) follows from the rest of \( \text{Th} \), i.e. if \( \text{Th} \setminus \{\text{Ax}\} \not\models \text{Ax} \) for all \( \text{Ax} \in \text{Th} \). \( \text{Basax}(n) \) is independent for every \( n > 1 \).\(^{222}\) We omit the proof of this, but cf. [16]. To make this independence statement about \( \text{Basax} \) precise we have to make the formulation of \( \text{Ax5} \) a little-bit more careful. Namely, we have to replace the subformula \( \operatorname{ang}^2(\ell) < 1 \) with the formula \( (\ell \in \text{Euc} \land \operatorname{ang}^2(\ell) < 1) \); similarly for the subformula \( \operatorname{ang}^2(\ell) = 1 \).

We now list some further logical properties of \( \text{Basax} \).\(^{223}\) We already stated that \( \text{Basax} \) is consistent and independent. We classify the models of \( \text{Basax} \), and we see that there are continuum many non-elementarily equivalent models of \( \text{Basax} \) (such that they have the same ordered field reduct \( \mathfrak{F} \)), cf. Thm.3.8.18 of AMN [18]. Hence, \( \text{Basax} \) is not complete (even if we add the theory \( \text{Th}(\mathfrak{F}) \), for any choice of \( \mathfrak{F} \)); \( \text{Basax} \) is non-categorical in any cardinality even if we fix the reduct \( \mathfrak{F} \) (it has non-isomorphic models with a common ordered field reduct of the same cardinality, for each infinite cardinality), cf. Thm.3.8.18 of AMN [18]. We prove that the theory generated by \( \text{Basax} \), i.e. the set of first-order consequences of \( \text{Basax} \), is undecidable cf. Chapter 7 of AMN [19]. This also proves that \( \text{Basax} \) is not complete (hence not categorical in any cardinality, since its models are infinite), because \( \text{Basax} \) is finite. We define some natural axioms, call them \( \text{Axxob} \)\(^{224}\) and \( \text{Axxsb} \) and we show that \( \text{Basax} \cup \{\text{Axxob}\} \) is complete (cf. §3.8 of AMN [18]), while \( \text{Basax} \cup \{\text{Axxsb}\} \) is hereditarily undecidable, thus no finite extension of it can be complete, cf. AMN [16] and Chapter 7 of a future edition [19] of AMN [18].\(^{225}\) Moreover, the conclusion of Gödel’s second incompleteness theorem also applies to \( \text{Basax} \cup \{\text{Axxsb}\} \).

Definability issues related to \( \text{Basax} \) and its variants will be discussed in §4.6. In more detail, in §4.5 we will see that \( \text{Basax} \) admits a nice “duality theory” acting between models of \( \text{Basax} \) and certain geometries.\(^{227}\) This duality theory involves, among others, “representation theorems” (in the Tarskian sense). So in a sense \( \text{Basax} \) admits a kind of “geometrization”\(^{228}\). Studying this duality theory will lead us (in §4.6) to definability properties of \( \text{Basax} \) (and its geometric counterpart) in the sense of the chapter of model theory called definability theory.

\(^{222}\) Let \( \text{Basax}' \) be the axiom system obtained from \( \text{Basax} \) by replacing \( \text{Ax2} \) and \( \text{Ax3} \) with a single axiom \( (\forall h \in \text{Obs} \cup \text{Ph}) \operatorname{tr}_m(h) \in G \). Then \( \text{Basax}'(2) \) is independent, \( \text{Basax}'(3) \) is not independent, and we do not know whether \( \text{Basax}'(n) \) is independent for \( n > 3 \). These properties of \( \text{Basax}' \) are proved in [16], taken together with Thm.3.6.17 of AMN [18].

\(^{223}\) For the notions from logic used below (like categorical theory, complete theory, theory generated by a set of axioms etc.) we refer the reader to §3.8 of AMN [18] and to AMN [16].

\(^{224}\) To be precise, we note that \( \text{Axxob} \) is only a schema of axioms (as opposed to being a single axiom).

\(^{225}\) and also categorical in some natural sense made precise in §3.8 of AMN [18]

\(^{226}\) The name \( \text{Axxob} \) refers to the fact that this axiom says, among others, that there are no accelerated bodies. On the other hand \( \text{Axxsb} \) refers to the fact that the key part of this axiom says that there do exist accelerated bodies.

\(^{227}\) For this we first add a few natural axioms to \( \text{Basax} \), and then we find that this duality theory works already for “fragments” and variants of \( \text{Basax} \).

\(^{228}\) bringing together Tarski’s approach to geometry and his approach to algebraic logic.

\(^{229}\) This is analogous with “algebraization” of logics in Tarskian algebraic logic.
Summing it up:

- **Basax** is independent.\(^{130}\)
- **Basax** is consistent (cf. §2.4 and AMN [18, §§ 3.2, 3.5]).
- **Basax** has many non-elementarily equivalent models (even if we add to it \(\text{Th}(\mathcal{R})\)), cf. Thm. 3.8.18 of AMN [18].
- We give a classification of the models of **Basax** in §3.6 of AMN [18].
- The first-order theory \(T(\text{Basax})\) generated by **Basax** is undecidable hence not complete, cf. AMN [16] and Chapter 7 of a future edition [19] of AMN [18].
- Adding an extra axiom-schema can make \(T(\text{Basax})\) complete hence decidable, since **Basax** is finite, cf. §3.8 of AMN [18] and AMN [16].
- Adding a different extra axiom can make \(T(\text{Basax})\) hereditarily undecidable hence hereditarily not complete. The conclusions of Gödel’s incompleteness theorems apply to the so extended version of **Basax**. Cf. AMN [16] and Chapter 7 of AMN [19].
- Adding an extra axiom-schema makes **Basax** equivalent with the standard, “textbook version” of “Einsteinian” special relativity, cf. §§ 2.8, 2.9, 3, 4.2, 4.5 and AMN [18, §3.8].
- Other distinguished versions like the Reichenbach-Grünbaum version of relativity can (and will) be formalized in first-order logic (and compared with the Einsteinian version) by appropriately modifying **Basax** (cf. §3 and §4.5 herein and AMN [18, §§ 3.4.2, 4.4] and the section [on “Reichenbachian relativity”] of Chapter 4 (§4.5) of AMN [18]). Cf. also Szabó [244, 245] in connection with these versions of relativity theory, which the present author extensively studied in AMN [18, §4.5] by the methods of the present work.

The above 9 items about **Basax** are proved in AMN [16] and [18] (cf. e.g. §3.8 therein).

On p.100 we introduce an extension **Specrel** of **Basax**. It would be interesting to check if all the 9 items above remain true for **Specrel** in place of **Basax**. (Items 2, 3, 5-8 remain true for **Specrel**. We did not yet found the time for thinking about the rest.)

\(^{130}\) However, **Basax**\((n) + \text{Ax}(\sqrt{\cdot})\) is not independent for \(n > 2\), while **Basax**\((2) + \text{Ax}(\sqrt{\cdot})\) is independent. Formal statement and proof is in AMN [16]. Cf. also footnote 122 on p.43.
2.4 Models for Basax in two dimensions

In this section we show that Basax(2) is consistent, via defining a frame model $\mathcal{M}$ and showing that $\mathcal{M} \models \text{Basax}(2)$. We will also give a model of Basax(2), in which there are faster than light observers.

First, let us have some intuitive considerations on why Basax(2) is consistent. (Later we will give a formal proof.) The main reason why Basax(2) is consistent is the following:

\[(\star) \quad \text{for each slow-line } \ell \text{ there is a photon-preserving bijective collineation taking } \bar{\ell} \text{ to } \ell.\]

The reader is invited to study Figures 17–22 (pp. 33–38) to convince himself that $(\star)$ is true, and then use $(\star)$ the following way to show that Basax(2) is consistent.

(I) Assume we are given a “partial model”

$$\mathcal{M} = \langle (B; \{m_0\}, Ph, Ib), \mathfrak{g}, G; \in, W \rangle,$$

which satisfies all the axioms in Basax except for the observer-part of Ax5. Let us use the notation $Ax5 = Ax5(\text{Obs}) \land Ax5(\text{Ph})$. Then

$$\mathcal{M} \models (Ax1-Ax4, Ax5(\text{Ph}), Ax6, AxE).$$

Assume further $\mathfrak{g} = \mathcal{M}$, and that

$$(\forall \ell \in G)(\exists b \in Ib) \ell = tr_{m_0}(b).$$

Constructing such a partial model is easy, and is left to the reader.

(II) Next, we would like to add new observers to $\mathcal{M}$ so that eventually $Ax5(\text{Obs})$ would become true without destroying validity of the other axioms (hence Basax would become true).

Clearly, in $\mathcal{M}$ we do have a world-view function $w_{m_0} : 2R \rightarrow \mathcal{P}(B)$, to begin with. From this world-view function we will construct world-views for new observers. Let us pick randomly $k \in Ib$ such that $w_{m_0}(k) \neq 1$. Now, we would like to raise $k$ to the level of being an observer. Assume $m_0$ sees this:

![Diagram](image)

Our task is to choose the world-view of $k$ such that, among other things, AxE remains valid, i.e. that $k$ observes all photons moving with speed 1. Following Figures 17–22, let us choose $k$’s world-view like this (the figure shows $k$’s coordinate system as seen by observer $m_0$):
where $\tilde{t}'$ and $\tilde{x}'$ are the time-axis and $\tilde{x}$-axis, respectively, of $k$. We note that if $k$ moves faster than light relative to $m_0$ (i.e. if $v_{m_0}(k) > 1$) then $k$'s coordinate system (as seen by $m_0$) is like in the following picture:

Now clearly, $k$ will observe photon $ph_1$ moving with speed 1 and the same applies to $ph_2$. Then one can check that for these two particular observers $m_0, k$ our axiom $AxE$ holds, i.e. both $k$ and $m_0$ will observe all photons moving with speed 1. One can check that for the extended model

$$M' := \langle (B; \{m_0, k\}, Ph, Ib), \emptyset, G; \in, W^+ \rangle$$

we have $Ax1$–$Ax4$, $Ax5(Ph)$, $Ax6$, $AxE$ still valid. Here, $W^+$ denotes the extension of $W$ with the world-view function $w_k$ of the new observer $k$.

To complete the “intuitive” proof, one does the above extension not only with a single $k \in Ib$ but with the class $K = \{ k \in Ib : v_{m_0}(k) \neq 1 \}$ of all potential candidates for being an observer. This will make $Ax5(Obs)$ true. We note that the condition $\emptyset \in tr_m(k)$ was not needed in our construction of $w_k$.

In passing we note that in the above constructed model faster than light observers exist. It is easy to modify the construction in such a way that faster than light observers will not exist in the modified model. This modification begins with adding to statement $(\ast)$ above that the photon-preserving bijective collineation in question takes slow-lines to slow-lines. The rest of the modifications are straightforward, we leave them to the reader.

**END of Intuitive Idea of Proof.**

Let us turn to giving a detailed construction.

Let $P$ be a function that with each $\ell \in \text{Eucl}(2, \mathfrak{M})$ associates a pair of two distinct points lying on $\ell$. We will denote $P(\ell)$ by $\langle o_\ell, t_\ell \rangle$. To each such function $P$, we will define two frame models, $M^P_0$ and $M^P_1$. These two frame models will be very similar in spirit, but in $M^P_0$ we have as few observers as possible, while in $M^P_1$ there will be an observer on each line (with angle $\neq 1$, cf. Prop.2.3.3(iii)).
2.4 MODELS IN TWO DIMENSIONS

First we define $\mathcal{M} = \mathcal{M}_0^p \overset{\text{def}}{=} \langle (B; \text{Obs}, \text{Ph}, \text{Ib}), \mathfrak{F}, G; \in, W \rangle$, where

$\mathfrak{F} \overset{\text{def}}{=} \mathfrak{A}$, the ordered field of real numbers,

$G \overset{\text{def}}{=} \text{Eucl}(2, \mathfrak{A})$, the set of straight lines over $\mathfrak{A}$,

$\text{Obs} \overset{\text{def}}{=} \{ \ell \in \text{Eucl}(2, \mathfrak{A}) : \text{ang}^2(\ell) < 1 \}$,

$\text{Ph} \overset{\text{def}}{=} \{ \ell \in \text{Eucl}(2, \mathfrak{A}) : \text{ang}^2(\ell) = 1 \}$,

$B \overset{\text{def}}{=} \text{Ib} \overset{\text{def}}{=} \text{Obs} \cup \text{Ph} = \{ \ell \in \text{Eucl}(2, \mathfrak{A}) : \text{ang}^2(\ell) \leq 1 \}$.

By the above, $\textbf{Ax1}$ and $\textbf{Ax2}$ are true in $\mathcal{M}$. It remains to define $W$. Let

$$m_0 \overset{\text{def}}{=} \mathbb{R} \times \{0\}.$$ 

First we will define $w_{m_0} : \mathbb{R} \rightarrow \mathcal{P}(B)$ and $f_{k_{m_0}} : \mathbb{R} \rightarrow \mathbb{R}$ for all $k \in \text{Eucl}(2, \mathfrak{A})$, $\text{ang}^2(k) \neq 1, k \neq m_0$. To define $w_{m_0}$, let $p \in \mathbb{R}$. Then

$$w_{m_0}(p) \overset{\text{def}}{=} \{ \ell \in B : p \in \ell \}.$$ 

By this we have that for all $\ell \in B$,

$$\text{tr}_{m_0}(\ell) = \ell,$$

in particular, $\text{tr}_{m_0}(m_0) = m_0$. Thus $\textbf{Ax3}, \textbf{Ax4}, \textbf{Ax5}, \textbf{AxE}$ are satisfied when $m$ is replaced in them by $m_0$. See Figure 25.

![Figure 25: $w_{m_0}(p)$ in $\mathcal{M}_0^p$.](image)

Let $k \in \text{Eucl}(2, \mathfrak{A}), k \neq m_0, \text{ang}^2(k) \neq 1$ be arbitrary. We are going to define $f_{k_{m_0}}$. In the following, we will write $f$ for $f_{k_{m_0}}$. 
For any two distinct points $p, q \in \mathbb{R}^n$, $\overline{pq}$ denotes the Euclidean line containing both $p$ and $q$.

Sometimes we write $(x, y)$ for the ordered pair $\langle x, y \rangle$. We apologize to the reader for this inconsistency.

Recall that two distinct points, $o_k$ and $t_k$ are given to us by the parameter $P$ of the model $\mathcal{M} \overset{\text{def}}{=} \mathcal{M}_0^P$. First we define the point $s_k$ as the mirror image of $t_k$ w.r.t. the line $\ell_k$ such that $o_k \in \ell_k$ and $\ell_k$ is parallel to the line $(0,0)(1,1)$. See Figure 26.

\begin{figure}[!h]
\centering
\includegraphics[width=0.7\textwidth]{s_k_definition.png}
\caption{The definition of the point $s_k$.}
\end{figure}

In more detail: Let $o_k = (o_0, o_1), t_k = (t_0, t_1)$. We define

$$s_k \overset{\text{def}}{=} (o_0 + (t_1 - o_1), o_1 + (t_0 - o_0)).$$

By $\text{ang}^2(k) \neq 1$ we have that $s_k \neq t_k$, moreover, $s_k \neq a \cdot t_k$ for all $a \in \mathbb{R}$.

We will define $f \overset{\text{def}}{=} f_{km_0} : \mathbb{R}^2 \longrightarrow \mathbb{R}^2$ to be the affine transformation$^{131}$ that takes $(0,0), (1,0), (0,1)$ to $o_k, t_k, s_k$ respectively. See Figure 27.

\begin{figure}[!h]
\centering
\includegraphics[width=0.7\textwidth]{affine_transformation.png}
\caption{The affine transformation $f_{km_0}$.}
\end{figure}

In more detail,

$$f_{km_0}(a, d) \overset{\text{def}}{=} a \cdot (t_k - o_k) + d \cdot (s_k - o_k) + o_k.$$ (Here we used that $t_k, s_k, o_k$ are also vectors.) See Figure 28.

Intuitively, take a point $p = (a, d)$ in $\mathbb{R}^2$, and let $f_{km_0}(a, d) = (a', d')$. Then $a', d'$ are the coordinates of $p$ in the coordinate system with basis $\{(1,0), (0,1)\}$, while $a, d$ are the coordinates of $p$ in the coordinate system with basis $\{(t_k - o_k), (s_k - o_k)\}$, see Figure 28.

By this, $f_{km_0}$ is defined for all $k \in \text{Euc}(2, \mathcal{M}), k \neq m_0, \text{ang}^2(k) \neq 1$. We now define

\footnote{For the definition of an affine transformation see §2.9. We will not need the definition here.}
2.4 MODELS IN TWO DIMENSIONS

Figure 27: The world-view transformation $f_{km_0}$.

Figure 28: The world-view transformation $f_{km_0}$. 
\[ w_k \overset{\text{def}}{=} f_{km_0} \circ w_{m_0} \text{ for all } k \in \text{Obs} \setminus \{m_0\}, \text{ and} \]
\[ W \overset{\text{def}}{=} \{ \langle m, p, b \rangle : m \in \text{Obs}, b \in w_m(p) \} . \]

By this, the model \( \mathfrak{M}^P \overset{\text{def}}{=} \mathfrak{M}_0^P \overset{\text{def}}{=} \langle B, \ldots, W \rangle \) has been defined. \( \mathfrak{M}_0^P \) is a frame model.

**THEOREM 2.4.1** \( \mathfrak{M}_0^P \models \text{Basax}(2). \)

Now we define the other model \( \mathfrak{M}_1^P \). The definition of \( \mathfrak{M}_1^P \) is completely analogous to that of \( \mathfrak{M}_0^P \), the only difference is that we allow all lines (with angle \( \neq 1 \)) to be observers. In detail: let

\[ \text{Obs}_1 \overset{\text{def}}{=} \{ \ell \in \text{Eucl}(2, \mathfrak{R}) : \text{ang}^2(\ell) \neq 1 \}, \]
\[ B_1 \overset{\text{def}}{=} \text{Ib}_1 \overset{\text{def}}{=} \text{Obs}_1 \cup \text{Ph} = \text{Eucl}(2, \mathfrak{R}). \]

Then \( m_0 \in \text{Obs} \subseteq \text{Obs}_1 \). We define

\[ w'_{m_0}(p) \overset{\text{def}}{=} \{ \ell \in B_1 : p \in \ell \}, \]
\[ w'_k \overset{\text{def}}{=} f_{km_0} \circ w'_{m_0}, \]
\[ W' \overset{\text{def}}{=} \{ \langle m, p, b \rangle : b \in w'_m(p) \}, \]
\[ \mathfrak{M}_1^P \overset{\text{def}}{=} \langle (B_1; \text{Obs}_1, \text{Ph}_1, \text{Ib}_1), \mathfrak{R}, G; \in, W' \rangle. \]

**THEOREM 2.4.2** \( \mathfrak{M}_1^P \models \text{Basax}(2). \)

**COROLLARY 2.4.3** \( \text{Basax}(2) \not\models \text{“there are no faster than light observers”.} \)

In Figure 29, \( \mathfrak{M}_1, \mathfrak{M}_2, \mathfrak{M}_3 \) represent possible models of \( \text{Basax}(2) \). There \( \tilde{t}, \tilde{t}', \tilde{t}'' \) are the time axes of observers \( k, k', k'' \in \text{Obs} \).

Consider e.g. the picture representing \( \mathfrak{M}_1 \) (first picture of Figure 29). What the picture really represents is the world-view of a particular observer \( k \) and also how \( k \) sees \( k', k'' \) etc. In the picture \( \tilde{t}', \tilde{t}'' \) represent the life-lines of observers \( k', k'' \). Further \( 1_{\tilde{t}'} = f_{k'k}(1_t), 1_{\tilde{t}''} = f_{k''k}(1_t) \) and \( 1_{\tilde{t}'} = f_{k'k}(1_x) \) etc. Intuitively, \( 1_{\tilde{t}} \) is the time-unit vector of \( k' \) as seen by \( k \), while \( 1_{\tilde{t}'} \) is the \( x \)-unit vector of \( k' \) as seen by \( k \). We do not claim that the world-view of observer \( k' \) would be similar. Actually it is not. The only thing we claim is that there is an observer \( k \) of \( \mathfrak{M}_1 \) whose world-view is as represented in the picture. The same convention applies to the pictures representing \( \mathfrak{M}_2 \) and \( \mathfrak{M}_3 \).

Figure 29 represents possible choices for the parameter \( P \) of the model \( \mathfrak{M}_P \) introduced on p.46. Recall that \( \langle \omega_t, t_{\ell} \rangle = P(\ell) \). In Figure 29 \( \ell \in \{ \tilde{t}, \tilde{t}', \tilde{t}'' \}, \text{ etc.} \). In the figure we chose \( \omega_t := \bar{0} \), further \( t_{\ell} := 1_{\ell} \) etc.

\^{132} In Thm.3.2.13 (p.118) we will see that this corollary does not generalize to \( n > 2 \).
Figure 29: Possible models of \textbf{Basax}. Possible choices for the parameter $P$ (on p.46): $o_\ell = \bar{0}$ and $t_\ell$ are represented in the picture, for slow-lines $\ell$ going through $\bar{0}$. 
Let us turn now to the ideas we wanted to represent in these pictures.

In the third picture, the curves connecting $1_t, 1_r, 1^w$ etc. are hyperbolas. In §2.8 we will introduce a symmetry axiom called Ax(symp). We note that $\mathcal{M}_3 \models \text{Ax(symp)}$, while $\mathcal{M}_i \not\models \text{Ax(symp)}$ for $i < 3$. Roughly speaking Ax(symp) says that “I see you the same way as you see me”. Thus in $\mathcal{M}_3$ all observers see the other observers’ unit vectors as $m$ sees it (while as we mentioned, in $\mathcal{M}_1$ and in $\mathcal{M}_2$ this is not so). We also note that $\mathcal{M}_3$ corresponds to the usual (or classically standard) so-called Minkowskian models of relativity, while $\mathcal{M}_1, \mathcal{M}_2$ are “non-Minkowskian” (for the definition of a Minkowskian model see Definition 3.8.42 on p.331 of AMN [18]).

A common feature of $\mathcal{M}_1 - \mathcal{M}_3$ in Figure 29 is that, for $m$ fixed,

$$v_m(k) \mapsto |f_{mk}(1_t) - f_{mk}(0)|$$

is (i) a function (of $v_m(k) \in F$) and this function is (ii) continuous. These properties will re-emerge as potential axioms in a future edition [19] of AMN [18]. Although these properties do not follow from Basax, we will not put too much emphasis on studying models which do not satisfy (i) or (ii). Analogous properties show up in §4.4 of AMN [18] as potential axioms.

We will return to the pictures in Figure 29 in §4.6. A complete classification of the isomorphism classes of Basax(2) models is given in Madarász [162]. It turns out that there are only finitely many non-isomorphic models under fixing some natural parameters like $B$, cardinality of the model etc.

**Minkowski-circles, Minkowski-spheres.**

Assume $n = 2$. The drawings in Figure 29 are called Minkowski-circles. They are often useful in representing models by simple drawings.

**Definition 2.4.4 Minkowski-sphere** Let $n \geq 2$, $\mathcal{M}$ be a frame model, and $m \in \text{Obs}$. Then the **Minkowski-sphere** $\text{MS}$ around $m$ is defined as

$$\text{MS} \overset{\text{def}}{=} \text{MS}(\mathcal{M}, m) \overset{\text{def}}{=} \{ p : (\exists k \in \text{Obs}) (\exists i < n) f_{mk}(0) = 0 \text{ and } p \in \{ f_{mk}([1, -1_i]) \} \}.$$

For very nice models (e.g. the ones studied in §2.8) MS forms a kind of surface such that one can imagine that this surface is a boundary of a connected region like the inside of a ball (or a cube, or something like these). This is indeed the case with the three models in Figure 29 (p.51). In two dimensions, instead of “spheres” we speak of **Minkowski-circles**. What we said above about the Minkowski-spheres in $n$ dimensions, sounds like the following for $n = 2$. In nice 2-dimensional models, MS as defined above looks like a nice curve (like a circle, or a square etc) such that one can imagine that MS is the boundary of a connected subset of the plane like the circle is the boundary of a “disc”. This is the case in all three drawings in Figure 29. Classically, in standard relativity theory, only the figure associated with $\mathcal{M}_3$ was called

---

\textsuperscript{133} Instead of Minkowski-circles, we should call these sets of points relativistic circles because only a small fraction of the models of our relativity theories (studied in this work) are Minkowski models as defined in AMN [18] p.331 (Def.3.8.42) and p.726 (Def.5.0.65). This distinction in terminology (“Minkowskian” versus “relativistic”) is carried through in Chapter 4 herein systematically, cf. e.g. Minkowskian geometry versus relativistic geometry (p.188, 146), Minkowskian orthogonality versus relativistic orthogonality $\perp_r$, Minkowskian distance $g_\mu$ versus relativistic distance $g$ (p.145) etc. All the same, for reasons of tradition, we make an exception here in our terminology.

\textsuperscript{134} If we disregard the points on the life-lines of photons crossing the origin.
a Minkowski-circle. (The reason for this is that only $\mathcal{M}_3$ satisfies the symmetry axiom to be introduced in §2.8.) However, here we generalize this concept to arbitrary frame models. As we said, in nice models, $\text{MS}(\mathcal{M}, m)$ looks like a curve surrounding (or forming the boundary of) some connected area. However, in many less “well behaved” models $\text{MS}(\mathcal{M}, m)$ is just a set of points and does not even form a curve. Later we will introduce an axiom called $\text{Ax}(\|)$. Typically, if $\text{Ax}(\|)$ fails, then $\text{MS}$ tends to become more like a random set of points than a curve. With this, we stop the discussion of Minkowski-spheres and Minkowski-circles, but from time to time they will serve us as pleasant devices for visualizing certain nice, well behaved models.

In passing we note that in the case of $n = 2$, it is more often the case that $\text{MS}(\mathcal{M}, m)$ is like a curve surrounding a well defined area, while if $n > 2$ then this is more rare.\footnote{We mean this with “surface” in place of “curve”, of course.} We base this latter statement on the following. Basically, if $n > 2$, and \((\forall m \in \text{Obs})[\text{MS}(\mathcal{M}, m) \text{ is a surface surrounding a connected and well defined area}],\) then the extra axiom $\text{Ax}(\text{sym})$ to be defined later is true in our model $\mathcal{M}$, and then the Minkowski-sphere becomes practically the same what is called such in the classical literature (cf. e.g. “Minkowski-metric” in Friedman [91]). On the other hand, for $n = 2$ this is far from being true as is illustrated e.g. by Figure 29.
2.5 The three “paradigmatic” theorems of relativity

What the average layperson usually knows about relativity is that

(I) moving clocks slow down,

(II) moving spaceships shrink (cf. Figure 30), and

(III) moving clocks get out of synchronism, i.e. the clock in the nose of the spaceship is late (shows less time) when compared with the clock in the rear, see Figure 31.

![Figure 30: Moving clocks slow down and moving spaceships shrink.](image)

![Figure 31: Moving clocks get out of synchronism.](image)

In all of (I)–(III) above the spaceship is represented by an observer $k$, “we” who look at the spaceship are represented by observer $m$, and all of (I)–(III) are understood in the world-view of $m$. Below we formalize (I)–(III) as our **paradigmatic theorems**.\(^\text{136}\) We will prove them from Basax. In Chapter 4 of AMN [18] when investigating weaker (or subtler) versions of Basax (e.g. the Reichenbachian version with non-standard simultaneities) we systematically re-visit our paradigmatic theorems to see if they are still true. It turns out that these paradigmatic theorems can be proved from surprisingly weak axioms. Cf. Chapter 4 of AMN [18], and especially section §4.8 of AMN [18] which is devoted to paradigmatic effects. In §2.8 we will

\(^{136}\)In passing we note that the official names for effects (I) and (II) are “time dilation” and “length contraction” cf. d’Inverno [73, §§3.3, 3.4].
see that our paradigmatic theorems (I)-(III) hold in a stronger and simpler form in the stronger axiom system $\text{Basax + Ax(symm)}$.

Our next axiom, $\text{Ax}(\sqrt{-})$, is of a technical nature. Namely, sometimes we will need to assume that square roots of positive (greater than 0) elements exist in the ordered field reduct $\mathfrak{F}$ of the frame model $\mathfrak{M}$ we are speaking about.

$$\text{Ax}(\sqrt{-}) \quad (\forall 0 < x \in F)(\exists y \in F) \, y^2 = x.$$ 

If $\mathfrak{F} \models \text{Ax}(\sqrt{-})$ then we say that $\mathfrak{F}$ is Euclidean. Clearly, $\mathfrak{M} \models \text{Ax}(\sqrt{-})$. For any $0 < x \in F$, $\sqrt{x}$ denotes that positive $y$ for which $y^2 = x$. For brevity, by a Euclidean field we mean a Euclidean ordered field.

CONVENTION 2.5.1 1. Throughout this section we assume $\text{Obs}^{\mathfrak{M}} \neq \emptyset$.

2. Let $\text{Th}$ be a set of formulas of our frame language. Let $\text{Ax}_1$, $\text{Ax}_2$ be further formulas. Then

$$\text{Th} + \text{Ax}_1 + \text{Ax}_2 \quad \text{denotes} \quad \text{Th} \cup \{\text{Ax}_1, \text{Ax}_2\}.$$ 

Similar convention applies to other combinations like $\text{Th} + \text{Ax}_1$. (This notational convention is taken from axiomatic set theory.)

The intuitive meaning of Thm.2.5.2 below is the following. Item (i) of the theorem states that observer $m$ thinks that $k$’s clocks are late at time-instance 1. As a generalization of this, (ii) says the same for many time instances $\lambda \in F$ namely, for those $\lambda$’s which are not “infinitely big” or “infinitely small”.

THEOREM 2.5.2 (Clocks slow down.)

Assume $\text{Basax + Ax}(\sqrt{-})$. Then (i)-(iii) below hold.

(i) There are observers $m$ and $k$ such that $m$ “thinks” that $k$’s clocks run slow; formally:

$$(\exists m, k \in \text{Obs}) \, |f_{km}(1t) - f_{km}(0)t| > 1,$$

see Figure 32. Moreover;

(ii) There are observers $m$ and $k$ such that $m$ “thinks” at each “finite” time instance $\lambda$ that $k$’s clocks run slow; formally:

$$(\exists m, k \in \text{Obs}) \quad (\forall \lambda \in F) \left( (\exists 0 < j \in \omega) \, 1/j < |\lambda| < j \Rightarrow |f_{km}(\lambda \cdot 1t) - f_{km}(0)t| > |\lambda| \right).^{137}$$

(iii) Assume $m, k \in \text{Obs}$ and $0 \neq v_m(k) < 1$. Then either $m$ thinks that $k$’s clocks run slow or $k$ thinks that $m$’s clocks run slow (cf. Figure 33); formally:

$$(\exists m', k' \in \{m, k\}) \, |f_{k'm'}(1t) - f_{k'm'}(0)t| > 1.$$
On the proof: The main idea of the proof of (iii) is illustrated in Figure 33. (i) is a corollary of (iii). (ii) can be proved from Thm.2.5.3(i) below as follows:

By Thm.2.5.3(i) below, there are \( m, k \in \text{Obs} \) such that

\[
(2) \quad |f_{km}(1_t) t - f_{km}(0) t| > 2.
\]

We have that every automorphism of \( F \) is order preserving, i.e., every automorphism of \( F \) is an automorphism of \( \mathfrak{G} \) since \( \mathfrak{G} \) is Euclidean. So, by Prop.3.1.4 (p.162) of AMN [18], we have that

\[
(3) \quad (\forall \lambda \in F) \left( |f_{km}(\lambda \cdot 1_t) t - f_{km}(0) t| = \varphi(|\lambda|) \cdot |f_{km}(1_t) t - f_{km}(0) t| \right),
\]

for some automorphism \( \varphi \) of \( \mathfrak{G} \).

For every automorphism \( \varphi \) of \( \mathfrak{G} \) we have

\[
(4) \quad (\forall \lambda \in F) \left( (\exists 0 < j \in \omega) \frac{1}{j} < |\lambda| < j \Rightarrow \varphi(|\lambda|) > \frac{|\lambda|}{2} \right),
\]

because of the following. Let \( \lambda \in F \) such that \((\exists j \in \omega) \frac{1}{j} < |\lambda| < j\). Between \(|\lambda|/2\) and \(|\lambda|\) there is a rational number, say \( x \). Let such an \( x \) be fixed. Every automorphism (of \( \mathfrak{G} \)) is the identity function on the rational numbers. Therefore by \(|\lambda|/2 < x < |\lambda|\), we have \(|\lambda|/2 < x = \varphi(x) < \varphi(|\lambda|)\). So (4) holds. Let \( \lambda \in F \) such that there is \( 0 < j \in \omega \) with \( 1/j < \lambda < j \). Then

\[
|f_{km}(\lambda \cdot 1_t) t - f_{km}(0) t| = \varphi(|\lambda|) \cdot |f_{km}(1_t) t - f_{km}(0) t| \quad \text{by (3)}
\]

\[
> 2 \varphi(|\lambda|) \quad \text{by (2)}
\]

\[
> |\lambda| \quad \text{by (4)}.
\]

This completes the proof of (ii). \( \blacksquare \)

---

\(^{137}\) We note that for every ordered field the set \( \omega \) of the natural numbers can be considered as a subset of the ordered field, or in more careful wording \( \omega \) is embeddable into the ordered field in a natural way. Further we note that if \( \mathfrak{G} \) is Archimedean (cf. footnote 109 on p.35) then (ii) above is true in the following simpler form:

(ii)' \( (\exists m, k \in \text{Obs})(\forall p \in \tilde{t}) |f_{km}(p) t - f_{km}(0) t| > |p|_t| \)

An analogous remark applies to Thm.2.5.3(ii).
Figure 33: Assume that for \( m \), \( k \)'s clocks do not run slow. Then \( k \) will think that \( m \)'s clocks run slow.
THEOREM 2.5.3 (Clocks can run very slow.)
Assume Basx + Ax(√). Let \( \varrho \in \omega \) be arbitrary.

(i) There are observers \( m, k \) such that \( m \) thinks that \( k \)'s clocks run more than \( \varrho \)-times more slowly than \( m \)'s; formally:

\[
(\exists m, k \in \text{Obs}) \ | f_{km}(1) t - f_{km}(\bar{0}) t | > \varrho.
\]

Moreover:

(ii) \( (\exists m, k \in \text{Obs}) \)

\[
(\forall \lambda \in F) \left( (\exists 0 < j \in \omega) \frac{1}{j} < |\lambda| < j \Rightarrow | f_{km}(\lambda \cdot 1)t - f_{km}(\bar{0})t | > \varrho \cdot |\lambda| \right).
\]

On the proof: We include Figure 34 as a hint for the idea of the proof of (i). (ii) follows from (i) similarly as item (ii) of Thm.2.5.2 did. ■

![Figure 34: Hint for the idea of proof of Thm.2.5.3(i).](image)

Let us turn to clocks getting out of synchronism ("effect" (III) on our "paradigmatic" list). First we need some definitions.

**Definition 2.5.4** Let \( \mathfrak{M} \) be a frame model. Events \( e, e_1 \in \mathcal{P}(B) \) are said to be **simultaneous** for observer \( m \in \text{Obs} \) iff

\[
e, e_1 \in \text{Rng}(w_m) \land (\forall p \in w_m^{-1}(e))(\forall q \in w_m^{-1}(e_1)) \ p_t = q_t.
\]

\( ^{138} \)To improve readability we write \( w_m^{-1}(e) \) instead of \( w_m^{-1}[\{e\}] \), where \( m \in \text{Obs} \) and \( e \in \mathcal{P}(B) \).
2.5 PARADIGMATIC THEOREMS OF RELATIVITY

THEOREM 2.5.5 (Clocks get out of synchronism.)
Assume Basax. Let \( m, k \in \text{Obs} \) be such that \( v_m(k) \neq 0 \). Then (i) and (ii) below hold.

(i) There are events \( e, e_1 \in \mathcal{P}(B) \) which are simultaneous for \( m \), but are not simultaneous for \( k \).

(ii) Assume that \( k \) moves in direction \( \vec{x} \) as seen by \( m \), formally: \( tr_m(k) \subseteq \text{Plane}(\vec{t}, \vec{x}) \). Then

\[
(\forall p, q \in nF) \left( (p_t = q_t \land p_x \neq q_x) \implies f_{mk}(p)t \neq f_{mk}(q)t \right),
\]

cf. Figure 35. I.e. if \( m \) thinks that \( e = w_m(p) \) and \( e_1 = w_m(q) \) are simultaneous but their \( x \)-coordinates are different, then \( k \) will think that \( e \) and \( e_1 \) are not simultaneous.

Intuitively, let us imagine that \( k \) is traveling on a spaceship and is being observed by \( m \). Then \( m \) will think that clocks in the nose and the rear of \( k \)'s spaceship are not synchronous, cf. Figures 31, 37. (They do not show the same time.) ■

We note that Thm.2.5.5 can be refined in the style of Thm.2.5.7 below.

![Figure 35: Events \( w_m(p) \) and \( w_m(q) \) are simultaneous for observer \( m \), but they are not simultaneous for observer \( k \).](image)

THEOREM 2.5.6 (Clocks do not get out of synchronism in direction orthogonal to movement.)
From the point of view of synchronism, “nothing” happens in the spatial direction orthogonal to the direction of movement (cf. Figure 36), formally: Assume Basax. Let \( m, k \in \text{Obs} \). Assume \( m \) sees that \( k \) does not move in direction \( \vec{y} \), i.e. \( (\forall p, q \in tr_m(k)) \ p_y = q_y \). Then,

\[
(\forall p, q \in nF) \left( (\forall i \in n)(i \neq 2 \implies p_i = q_i) \implies f_{mk}(p)t = f_{mk}(q)t \right).
\]

In particular

\( p, q \in \vec{y} \implies f_{mk}(p)t = f_{mk}(q)t \).

That is, simultaneous events observed by \( m \) as separated only in a direction \( \vec{y} \) orthogonal to the direction of movement remain simultaneous for the moving observer \( k \). ■
Figure 36: Clocks do not get out of synchronism orthogonal to movement. Imagine the little
clocks glued to the hull of the spaceship.

Let us return to discussing the “out of synchronism” effects in Thm.2.5.5. Throughout
the rest of this section (in §2.5) **Basax + Ax(√ⁿ) is assumed** (unless otherwise specified),
therefore we do not indicate this.

Let  groupId be a frame model, and let m, k ∈ Obs such that trₘ(k) ∈ Eucl. Let us recall that
the velocity of k as seen by m is denoted by \( \vec{v}_m(k) \), cf. p.20, and it is a “space vector”, i.e. an
element of \( n^{-1}F \).

In connection with the next two theorems we note the following. Since we assumed Basax,
for every m, k ∈ Obs, \( tr_m(k) \) can be considered as a function \( tr_m(k) : F \rightarrow n^{-1}F \), if \( v_m(k) \neq \infty \); therefore \( tr_m(k)(0) \) is well defined.\(^{140}\)

**THEOREM 2.5.7 (The clock in the nose of the spaceship is late.)**

Let m, k, k₁ ∈ Obs. Assume \( tr_k(k₁) \) is parallel with \( \vec{t} \),\(^{141}\) \( 0 \neq v_m(k) < 1 \), and that time passes
forwards for k as seen by m, formally: \( (f_{km}(1)₀ - f_{km}(0)₀) > 0 \). Intuitively, k represents the
rear of the “spaceship”, while \( k₁ \) represents the nose of the “spaceship”. Assume further that
this “spaceship” is moving forwards as seen by m;\(^{142}\) formally:

\[
\left( tr_m(k₁)(0) - tr_m(k)(0) \right) = \lambda \cdot \vec{v}_m(k) \quad \text{for some positive } \lambda \in F.
\]

(i) Then m thinks that the clock in the nose of the spaceship is late w.r.t. the clock in the
rear of the spaceship (see Figure 37); formally:

\[
(\forall p \in tr_m(k))(\forall q \in tr_m(k₁)) \left( p₀ = q₀ \Rightarrow f_{mk}(p)₁ > f_{mk}(q)₁ \right).
\]

(ii) Let m, k, k₁ ∈ Obs satisfy all the conditions of the present theorem. Assume further that
the length of the “spaceship” as seen by k is 1. For simplicity we formalize this condition
as \( 1_x \in tr_k(k₁) \). Then

\[
(\forall p \in tr_m(k))(\forall q \in tr_m(k₁)) \left( p₀ = q₀ \Rightarrow (f_{mk}(p)₁ - f_{mk}(q)₁) < 1 \right).
\]

\(^{139}\)More precisely, if two clocks are separated _only_ in a spatial direction which is orthogonal to the direction
of movement then they do not get out of synchronism.

\(^{140}\)Cf. Fact 2.2.4.

\(^{141}\)This means that \( k₁ \) is in rest w.r.t. \( k \), i.e. we use the relationship parallelism between lines in the sense of
Euclidean geometry.

\(^{142}\)Intuitively, this means that \( m \) sees the spaceship moving in the direction of its nose.
Intuitively, this says that assuming the length of the spaceship as seen by \( k \) is 1 then the difference between the two clock readings (in the rear and in the nose) as seen by \( m \) is always smaller than 1.

(iii) For any \( \lambda \in F \) with \( 0 < \lambda < 1 \), there are \( m, k, k_1 \) satisfying all the conditions of the present theorem, including the condition in (ii) saying that the length of the “spaceship” as seen by \( k \) is 1, such that

\[
(\forall p \in \text{tr}_m(k))(\forall q \in \text{tr}_m(k_1)) \left( p_t = q_t \Rightarrow (f_{mk}(p)_t - f_{mk}(q)_t) > \lambda \right).
\]

Intuitively, the asynchronism between the two clock readings can get arbitrarily close to 1.

Item (iii) of the above theorem describes how much “asynchronism” we can obtain as a relativistic effect.

![Diagram of space-time diagram](image)

Figure 37: Clock (of \( k \)) in the nose of the spaceship is late w.r.t. the clock in the rear, when viewed by \( m \). (The length of this spaceship is more than 1 as seen by \( k \).)

Next, we turn to discussing how meter-rods shrink, i.e. to paradigmatic effect (II). (Strangely enough, one has to represent meter-rods and their shrinking slightly differently than it was the case with clocks.)
**Notation 2.5.8** Assume \( \mathfrak{F} \) is Euclidean, i.e. that \( \mathfrak{F} = \text{Ax}(\sqrt{\cdot}) \). Let \( p \in {}^n F \). Then \( |p| \) denotes the Euclidean length of vector \( p \), i.e.

\[
|p| \overset{\text{def}}{=} \sqrt{p_0^2 + p_1^2 + \ldots + p_{n-1}^2}.
\]

**THEOREM 2.5.9** (Spaceships shrink.)

There are observers \( m, k, k_1 \in \text{Obs with } \bar{0} \in tr_m(k) \), and with \( tr_k(k_1) \) parallel to \( \bar{t} \),\(^{143}\) such that for \( p := tr_m(k_1)(0) \) and \( q := tr_k(k_1)(0) \), we have \( |p| < |q| \).\(^{144}\)

The last statement \( |p| < |q| \) can be interpreted as saying that \( m \) thinks that the purely spatial distance between observers \( k \) and \( k_1 \) is shorter than it is observed by \( k \), see Figure 38.

Intuitively, if \( k \) represents the rear of the “spaceship” and \( k_1 \) represents the nose of the “spaceship”, then this spaceship is shorter for \( m \) than for \( k \).

\[
|q| = \text{distance for } k \\
\text{ (between } k \text{ and } k_1 \text{)}
\]

\[
|p| = \text{distance for } m \text{ (between } k \text{ and } k_1 \text{)}
\]

![Figure 38: Illustration for Thm.2.5.9.](image)

**Remark 2.5.10** An improved version of Thm.2.5.9 could be formulated analogously to Thm.2.5.3 saying that meter-rods can get arbitrarily short (if they are parallel with the direction of movement).

**Remark 2.5.11** Analogously with Thm.2.5.6, we could formulate a theorem saying that meter-rods orthogonal to the direction of movement do not get shorter (at least not as a consequence of relativistic effects). But for this we would need extra conditions formulated in §2.8 “A symmetry axiom”. Cf. Item 2.8.12 (p.133).

\(^{143}\)This means that \( k_1 \) is in rest w.r.t. \( k \), i.e. we use the relationship parallelism between lines in the sense of Euclidean geometry.

\(^{144}\)Here again \( |p| \) is the Euclidean length of \( p \in {}^{n-1} F \).
Remark 2.5.12 Throughout the present remark we assume that the ordered field reduct $\mathfrak{F}$ of our model $\mathfrak{M}$ has no nontrivial automorphisms.$^{145}$

(i) Thm.2.5.9 above could be interpreted and modified intuitively as follows: There are observers $m$ and $k$ such that $m$ sees $k$ moving in direction $\tilde{x}$, and those meter-rods of $k$ which are pointing in direction $\tilde{x}$ as seen by $m$ are shorter when observed by $m$ than as observed by $k$. In short: $m$ thinks that $k$’s meter-rods pointing in direction $\tilde{x}$, as seen by $m$, shrink. We will use this intuitive language in the rest of the remark without formalizing it. The reader is invited to formalize it.

(ii) Assume $m$ sees $k$ moving in direction $\tilde{x}$ more slowly than light and with nonzero speed.

(a) Let us concentrate on meter-rods pointing in direction $\tilde{x}$ as seen by $m$.\textsuperscript{146} Let us call them $x$-meter-rods. Then either $m$ will think that $k$’s $x$-meter-rods shrink or $k$ will think that $m$’s $x$-meter-rods shrink or both.\textsuperscript{147}

(b) Let us concentrate on meter-rods pointing in direction $\tilde{y}$ as seen by $m$.\textsuperscript{148} Let us call them $y$-meter-rods. Then if $m$ thinks that $k$’s $y$-meter-rods shrink, then $k$ will think that $m$’s $y$-meter-rods grow.

(iii) Let $m, k \in \text{Obs}$. Assume $v_m(k) < 1$. Then one of them thinks that all meter-rods of the other shrink or remain unchanged. Those meter-rods shrink the most which point in the direction of movement. Further, those can remain unchanged which are orthogonal to the direction of movement.

(iv) Let us return to clocks getting out of synchronism in connection with item (iii), cf. Theorems 2.5.5–2.5.7. Let $m, k \in \text{Obs}$. Consider pairs of clocks which are synchronous for $k$ and the distance between two clocks in a pair is 1 for $k$. Then that pair will get out of synchronism most the connecting line of which is parallel to the direction of motion of $k$ (as seen by $m$).

The following theorem says that on a moving spaceship (i) either clocks slow down or meter rods (pointing in the direction of movement) shrink (or both, of course) and (ii) clocks in the rear and the nose of ship get out of synchronism.

THEOREM 2.5.13 (Clocks slow down or meter rods shrink.) Assume Basax + Ax($\sqrt{\ }$). Let $m, k \in \text{Obs}$, $0 < v_m(k) < 1$. Then (i), (ii) below hold.

(i) Either the clocks of $k$ run slow or meter rods of $k$ parallel with $\vec{v}_m(k)$ shrink (as seen by $m$).

(ii) Clocks in the nose and rear of the ship of $k$ get out of synchronism. ■

Remark 2.5.14 If we omit the condition $\text{Ax}(\sqrt{\ })$ from Theorem 2.5.13 above, then the theorem remains basically true but the formulation gets more complicated, cf. e.g. the formulation of Theorem 2.5.7 (iii). Further, in Theorem 2.5.13, $\text{Ax}(\sqrt{\ })$ can be replaced by the weaker assumption that $f_{mk}$ is betweenness-preserving.$^{149}$

$^{145}$This assumption can be eliminated on the expense of restricting discussion to meter-rods of rational length as seen by that observer whose meter-rods they are.

$^{146}$I.e. even if the meter-rod is $k$'s one we check whether $m$ sees it pointing in direction $\tilde{x}$.

$^{147}$Here the emphasis is on that it is consistent with Basax that both $m$ and $k$ think that the other’s $x$-meter-rods shrink.

$^{148}$I.e. even if the meter-rod is $k$'s one we check whether $m$ sees it pointing in direction $\tilde{y}$.

$^{149}$The ternary relation $\text{Betw}$ of betweenness is defined on p.140. Intuitively, for $p, q, r \in ^\circ F$ the relation $\text{Betw}(p, q, r)$ holds if $p, q, r$ are collinear and $q$ is between $p$ and $r$. 
The relativistic effects (I)–(III) discussed so far will lead e.g. to the famous twin paradox. However, for that we will need a symmetry axiom \textbf{Ax(symm)} discussed in section “A symmetry axiom” (§2.8). So, we will return to the twin paradox in §2.8, cf. Thm.2.8.27 (p.92). An even more satisfactory discussion of this paradox can be given by looking at accelerated observers, hence we will return to the “twin” in Chapter 8 (“Accelerated observers”) of a future edition [19] of AMN [18] again.

We will see in §2.8 how \textbf{Ax(symm)} (introduced in §2.8) influences the paradigmatic effects (I)–(III). E.g. we will see that these effects (for example, the effect of clocks slowing down) admit a simpler and stronger formulation in \textbf{Basax + Ax(symm)} than in pure \textbf{Basax}. Cf. Items 2.8.7–2.8.12.

In AMN [18, §4.8] we investigate how paradigmatic effects (I)–(III) (discussed in items 2.5.2–2.5.11) change if we use axiom systems more subtle than \textbf{Basax}. Many of these axiom systems are introduced in Chapter 3 herein.

Our next figure illustrates the meter-rod shrinking effect, i.e. items 2.5.9–2.5.12. To be more intuitive, we draw spaceships instead of meter-rods. The figure represents how observers $m$ and $k$ see $k$’s spaceship.
Here $\tilde{t}'$ and $\tilde{x}'$ denote the respective coordinate axes of observer $k$. 

$k$’s spaceship as seen by $k$ himself

$k$’s spaceship as seen by $m$

life-line of the nose of spaceship

life-line of the rear of spaceship

2.5 PARADIGMATIC THEOREMS OF RELATIVITY
2.6 Are all three paradigmatic effects necessary?

A central question that motivates our interest in the models of Basax is the following:

(*) Are all three paradigmatic effects discussed in section 2.5 necessary consequences of special relativity? If not, are they independent of one another?

It is question (*)& that triggers our interest in the class $\text{Mod}(\text{Basax})$, i.e. in the question how different the models of Basax can be from each other. \(^{150}\)

Turning to the question itself, the following idea naturally comes to one’s mind. Are all the paradigmatic effects, items (I) to (III) on page 54, necessary consequences of Basax? If not, in which combinations can they occur? Cf. also the pictures on p. 51.

First, concerning effect (III) (moving clocks get out of synchronism), the answer is simple. It is a necessary consequence of Basax, by Theorem 2.5.7. That is, whenever $v_m(k) > 0$, $m$ thinks that the clocks in the nose and in the rear of $k$’s spaceship are out of synchronism (provided, of course, that $k$ thinks they are synchronized). This is so in every model of Basax and for every $m,k \in \text{Obs}$.

On the other hand, to answer the question as far as the other effects are concerned, we must pose it more precisely. Let us fix an observer $m_0$ in a model $\mathcal{M}$ of Basax. We will think in $m_0$’s world-view. For example, “$k$ moves” means that $k$ moves relative to $m_0$. Now, we will seek for the answers to our question in a systematic manner (cf. items 1-3 below).

1. As we have already pointed out, paradigmatic effect (III) must be true in $m_0$’s world-view.

2. Clocks do not necessarily slow down on moving spaceships (i.e. effect (I) is not necessary). More formally, there is a model $\mathcal{M} \models \text{Basax}$ and an observer $m_0 \in \text{Obs}^{39}$ such that

   $$(\forall k \in \text{Obs})[m_0 \text{ thinks that } k \text{’s clocks tick with exactly the same rate as his clocks}]. \(^{151}\)$$

Such a model $\mathcal{M}$ (with a distinguished $m_0$) is represented in Figure 29 (p. 51) under the name $\mathcal{M}_1$. That model is 2-dimensional, but it can be extended to 3 or 4 dimensions, too. However, this generalization from $n = 2$ to $n \geq 3$ is not completely straightforward. We do not go into the details here, but the key idea is described in AMN [18, §3.2]. We should mention one difference between the cases $n = 2$ and $n = 3$. In the case $n = 2$ we have a so-called Minkowski-sphere around the origin which, assuming $f_{m_0 k}(\vec{0}) = \vec{0}$, tells us for each $k$ how long its unit-vectors are (i.e. where $f_{m_0 k}(1_i)$ is). This sphere works uniformly for all choices of $k \in \text{Obs}$ (assuming $f_{m_0 k}(\vec{0}) = \vec{0}$). By contrast, in the case of $n = 3$ all we know is that all the points $f_{m_0 k}(1_i)$ are in a horizontal plane as depicted in Figure 39. However, after $1^k_i$ is determined by this plane for each choice of $k$, we still have to fix the rest of $k$’s unit vectors as it is done in AMN [18, §3.2]. (Where it is shown that choosing $1^k_i$ arbitrarily, the other unit vectors can be fixed so that the axioms of Basax are validated.)

\(^{150}\) In AMN [18], this interest will lead us to the investigations in §3.6 (Models of Basax), as well as to the study of non-elementarily equivalent models of Basax in e.g. Theorem 3.8.18(ii) on p. 303 of AMN [18]. Cf. also AMN [18, Remark 3.6.15 on p. 271].

\(^{151}\) We emphasize again that $m_0$ thinks that all observers have clocks running with the correct rate.
In the second part of this section, when discussing the independence of the particular paradigmatic effects, we will concentrate on the case \( n = 2 \); but all the results can be generalized to \( n \geq 3 \), analogously to the generalization indicated in item 2 above. We invite the interested reader to figure out what the answers look like for \( n = 3 \) first, and later to all \( n \geq 3 \).

Let us return to discussing what happens if \( m_0 \) thinks that all moving clocks tick with the correct rate (i.e., no clocks slow down or run fast). The present answer to the question (*) (namely, that effect (I) is not necessary) applies if we are allowed to fix \( \mathfrak{M} \) and \( m_0 \). However, in the same model \( \mathfrak{M} \) there will be an observer \( m_1 \) who thinks that moving clocks do slow down. Indeed, if \( v_{m_0}(k) > 0 \), then \( k \) will think that \( m_0 \)'s clocks do slow down (and they slow down more than would be necessary if we did not force \( k \)'s clocks not to slow down for \( m_0 \); this will be implicitly seen in \( \S 2.8 \)).

3. Similarly to item 2, moving spaceships need not shrink. That is, there are \( \mathfrak{M} \models \text{Basax} \) and \( m_0 \in \text{Obs}^{\mathfrak{M}} \) such that in \( m_0 \)'s world-view moving spaceships do not shrink. Formally,

\[
(\forall k \in \text{Obs})[m_0 \text{ thinks that } k \text{'s meter-rods are of the correct length}].
\]

(The reader is invited to formalize this statement in our frame language.) The model proving this claim is remotely similar to \( \mathfrak{M}_3 \) in Figure 29 (p. 51), but the functions that are parts of the Minkowski circle must grow faster in the model. The reader is invited to construct (and draw) such a model (based on the world-view of some \( m_0 \) in which no spaceship shrinks). For this exercise it might be useful to consult Figure 38 on p. 62 proving that spaceships “usually” do shrink. On the other hand, see picture 40.

By items 2 and 3 above we received permissive answers to our question concerning the removability (or changeability) of the paradigmatic effects. The second part of our question asked how independent effects (I)-(III) are of one another.

The paradigmatic effects (I)-(III) are not independent. We have already seen that effect (III) (violation of synchronism) is necessary. Further, assume \( v_{m_0}(k) > 0 \), and consider \( m_0 \)'s
world-view. The following holds:

\[(k\text{'s clocks do not slow down}) \Rightarrow (k\text{'s spaceship shrinks}).\]

Similarly,

\[(k\text{'s spaceship does not shrink}) \Rightarrow (k\text{'s clocks slow down}).\]

These statements are stated in Theorem 2.5.13. Actually in Thm. 2.5.13, \textbf{Ax(}) was assumed, but we conjecture that it is not needed here, because we are stating only that

\[(\star) \ (k\text{'s clocks always show the correct time}) \Rightarrow (\text{one of } k\text{'s meter rods}\text{ shrinks}),\]

that is,

\[\forall p \in \mathcal{I} p_t = f_{km}(p)_t \Rightarrow (\text{one of } k\text{'s meter rods shrinks}).\]

It seems to us that \textbf{Basax} \models (\star), but we have not checked this claim carefully.

To sum up: On the one hand, we can get rid of effect (I), but then we must have (II) and (III).\textsuperscript{153} On the other hand, we can get rid of effect (II), but then we must have (I) and (III). So, for a possible observer \(m_0\) in a possible model \(\mathfrak{M} \models \textbf{Basax},\) the following combinations can be realized:

(A) All three effects (I), (II) and (III) are experienced by \(m_0.\)

(B) Effects (I) and (III) prevail, but (II) does not.

(C) Effect (I) is not present, but (II) and (III) are.

\textsuperscript{152}Namely, the one pointing in the direction of \(k\text{'s movement.}\)

\textsuperscript{153}Moreover, we pay for not having (I) by having (II) to a higher extent.
There are no other possibilities. Thus we have at least three essentially different classes of models for Basax, and this fact triggers our interest in asking how many, and what sorts of, non-elementarily equivalent models Basax has. The reason why we talk about non-elementarily equivalent models is that this expression means that the models in question are not only different (i.e., non-isomorphic), but they are actually distinguishable by a formula in our frame language like (the formalized versions of) (A), (B) and (C) are. Actually, the above mentioned three classes of models are distinguishable by thought experiments too, which might be a stronger notion of distinguishability (than the one using formulas). It would be interesting to see how many classes of models of Basax are distinguishable by means of thought experiments, but for this purpose we would need to define which formulas of our frame language count as thought experiments. We do not deal with this issue here.

Later, in §2.8, we will introduce a natural axiom $\text{Ax}([|])$ saying that observers not moving relative to each other see the world essentially the same way. We mention this because the presently discussed issue concerning the connection between the paradigmatic effects is even more interesting in Basax $+$ $\text{Ax}([|])$ than in pure Basax. Therefore we mention that the answer to our question remains exactly the same, i.e. cases (A) to (C) are all the possibilities, for Basax $+$ $\text{Ax}([|])$ too. Actually, most of those axioms to be introduced that we will call auxiliary axioms (cf. (3) in the list of axioms here or AMN [18, §3.8]) leave the answer to the present question unchanged (i.e., (A), (B), (C) remain possible). For example, for Basax $+$ $\text{Ax}(\sqrt{\cdot})$ $+$ $\text{Ax}([|])$ $+$ $\text{Ax}(\text{Triv})$ $+$ $\text{Ax}(\uparrow)$ $+$ $\text{Ax}(\text{ext})$ $+$ $\text{Ax}(\text{rc})$ the situation is the same as outlined above for Basax. We could even add the continuity axiom $\text{Ax}(\text{cont})$ from §5 of AMN [18] to the axioms without changing this result. However, the symmetry axioms, e.g. $\text{Ax}(\text{symm})$ to be introduced soon, in §2.8, will change this picture.

A more systematic discussion of the paradigmatic effects, their interdependence, their dependence on the axioms of our relativity theory etc. is found in AMN [18, §4.8 (pp.635–704)].

---

154 Say, $\mathcal{M}'$ is such that all observers are of type (A), $\mathcal{M}''$ is such that it has both (A) and (B) type observers but none of type (C), and $\mathcal{M}'''$ has observers of type (A) and (C), but none of type (B). It takes some time to check that $\mathcal{M}'$ and $\mathcal{M}''$ exist, but they do. We omit the proof of this claim.

155 Cf. also Remark 3.6.15 of AMN [18] for further philosophical reasons for studying non-elementarily equivalent models of Basax.

156 The mentioned extra axioms can be found in the list of axioms here and in AMN [18, §3.8].
2.7 Faster than light in two dimensions

In §2.4, Cor.2.4.3 we saw that if $n = 2$ then faster than light (FTL) observers are possible, more formally, the existence of FTL observers is consistent with Basax(2). For completeness we note that Basax($n$) with $n > 2$ excludes FTL observers, by Theorem 3.2.13 in Chapter 3 herein. However, there are refinements of Basax which allow FTL observers for $n > 2$ too. Cf. e.g. the axiom system Relphax and Thm.3.4.22 (p.223) in AMN [18] (or the version of Basax mentioned in AMN [18] where FTL-observers use only 2 dimensions for coordinatizing the set of events). Further, in Basax($n$), $n$ arbitrary, we still can have interesting FTL effects with the only difference that, in $m$ FTL $k$, $k$ is not a fully fledged observer but only a body having an “inner clock”. Such FTL bodies are consistent with Basax($n$) and practically all of its variants.\footnote{In the physics literature, FTL bodies are called \textit{tachyons}, cf. Gott [106], [107], Feinberg [85], d’Inverno[73, pp.22,23,51,228], Ricami [221], Gibbs [97], Rembieliński [219], cf. also the references in §1.3(iv) on p.xii. We should also mention ideas (on tachyons) of physicists S. Tanaka, O. M. P. Bilaniuk, V. K. Despande, E. C. G. Sudarshan from the 1960’s. In the just discussed literature, the formulation of some interesting questions assume that tachyons have inner clocks. Actually, for formulating these interesting questions (e.g. FTL allows sending messages to the past) we have to assume that these bodies have inner clocks.} Bodies with inner clocks are discussed in the manuscript Madarász-Németi [175] and will be more extensively discussed in AMN [19]. Their theory is extremely similar to “Basax(2) + FTL observers exist”. The 2-dimensional “parts” of these theories are fairly close to Basax(2) which adds extra motivation for our looking into FTL in Basax(2).

Let $k, m \in \text{Obs}$. We call $k$ FTL w.r.t. $m$ iff $v_m(k) > 1$. We also write $k$ FTL$m$ for this. We call $k$ STL w.r.t. $m$ \footnote{slower than light as seen by $m$} iff $v_m(k) < 1$. We also write $k$ STL$m$ for this. (Warning: The definitions of STL and FTL will be refined in §2.8.5 (p.91), but in the present section we need not worry about that.)\footnote{In Basax the two definitions are equivalent.} In AMN [18, §2.7], assuming Basax + Ax($\sqrt{\cdot}$), we prove that STL is an equivalence relation.

In Thm.2.7.1 and in Figure 41 below we will see that it is impossible to have symmetry when considering the directions of "flows of time" (i.e. considering whether the observed clocks run forwards or backwards).

**THEOREM 2.7.1** Assume Basax($n$) + Ax($\sqrt{\cdot}$).\footnote{We note that a variant of this theorem remains true without Ax($\sqrt{\cdot}$), i.e. in pure Basax.} Let $m, k \in \text{Obs}$. Assume $k$ moves FTL relative to $m$, i.e. $v_m(k) \geq 1$. Then the following hold. If $m$ thinks that $k$’s clock runs forwards then $k$ will think that $m$’s clock runs backwards. However, if $m$ thinks that $k$’s clock runs backwards then $k$ will think that $m$’s clock runs forwards.\footnote{Sometimes we quote this theorem as if it stated “... $k$’s clocks run backwards...”. In these quotations we have in mind the clock in the rear of $k$’s spaceship together with the clock in the nose of the spaceship etc. and that is why we write in the plural $k$’s clocks instead of just $k$’s clock as the theorem above says.} Summing it up, $m$ and $k$ see each other’s clocks differently. Formally:

$$f_{km}(1t) - f_{km}(\bar{0})_t > 0 \iff f_{mk}(1t) - f_{mk}(\bar{0})_t < 0.$$ 

**On the proof:** By Prop.2.3.3(iii), we may assume $v_m(k) > 1$. Then for $n = 2$, the idea of the proof is illustrated in Figure 41. For $n > 2$, one either checks that the idea represented in Figure 41 works; or equivalently one may use the no FTL theorems in §3. \blacksquare
Figure 41: Assume that $m$ thinks that $k$’s clock runs forwards. Then $k$ will think that $m$’s clock runs backwards.
The above theorem already indicates that FTL leads to unusual temporal behavior. Putting it more boldly, the theorem can be interpreted as pointing in the direction that FTL seems to cause phenomena with a “time-travel-ish” flavor. More in this direction is proved in AMN [18, §2.7].

It was known\(^{162}\) that the existence of FTL observers has some exotic, even “fantastic” consequences, e.g. messages can be sent to the past.\(^{163}\) In AMN [18, §2.7] and AMN [19, §2.7] we prove even more “exotic” consequences of FTL, e.g. if FTL is combined with the theory of accelerated observers as outlined in AMN et al. [26] (in a suitable way), then it makes “actual time-travel” to the past possible. Motivated by these challenging possibilities, in AMN [18, §2.7], AMN [19, §2.7] the present author provides a careful, logically precise and easily understandable analysis of FTL in Basax(2).\(^{164}\) The exotic possibilities motivate us to apply a wide range of the possibilities offered by the methodology of logical analysis,\(^{165}\) e.g. we ask ourselves exactly what kinds of arrangements in FTL-models of Basax(2) are logically possible, exactly how the details look like, how an FTL observer observes (coordinate) the “STL world”, what the visual effects are, e.g. how does an FTL observer visually (via photons) see the STL world, etc. The point is that after proving that (in Basax(2)) the possibility of sending messages to the past does not lead to logical contradictions, our intuition (which “feels” that there should be a contradiction here) leads to several natural questions like “if this is possible, then how do these or those details look like”. E.g. how does the “normal” STL observer \(m\) see in detail the clocks of an FTL observer \(k\) who is moving “so fast” that in some sense he is moving backwards in time” as observed by \(m\). After answering this, we ask how this FTL observer \(k\) sees the very same things, and in particular, how \(k\) sees the STL observer’s clocks. Among other things, it turns out that there cannot be “perfect symmetry” between these two observers (AMN [18] Thm.2.7.5).

\(^{162}\) Cf. e.g. Gott [107, pp.126-129], Friedman [91, pp.161-162] and the relevant references in these two books.

\(^{163}\) Actually, this is why e.g. Reichenbach [218] excluded FTL by adding an extra axiom to relativity. Namely, many people at that time thought that the above mentioned consequences lead to logical paradoxes, cf. e.g. Friedman [91, p.162, discussing axiom (P3)], or Rindler [222, p.36, line 15]. Already in 1949 Gödel showed that they do not lead to logical paradoxes. Cf. footnote A on p.199 of Gödel [99]. Leading logician David Lewis devoted a whole paper to proving and explaining in detail that FTL particles (with inner clocks) and their “time-travel-like” consequences do not lead to logical problems and that from the logical point of view such things and in particular closed temporal loops are possible. Cf. Lewis [157]. Cf. also Gott [107, e.g. pp.16-20], Earman [77, p.170, pp.193-194 or the entire chap.6], Novikov [207], Yourgrau [270], Gödel [100, Fig.1 on p.286, p.228, and the quotation from Weyl’s 1918 paper on p.228]. Actually, relativity theorist Hermann Weyl seems to be the first (1918) to notice that General Relativity is consistent with “time travel”, i.e. with closed temporal loops. About the “anti-time travel” attitudes Earman [77, p.54 line 10] writes: “... such an attitude is no longer as popular as it once was.” Physicist Newman [206, p.982] writes (in General Relativity and Gravitation Vol 21) “It has become customary to claim that closed time-like curves render a space-time physically unreasonable. Certainly, if the universe does contain closed time-like curves, a revision of fundamental premises of physics, and philosophy, may be necessary. However, to dismiss this, and other forms of causality violation, out of hand is reminiscent of the dogmatism regarding singularities prior to the singularity theorems.” Cf. also Tipler [260, p.442 lines 8-6 bottom up], Friedman-Morris et al. [90], the works of Novikov, Everett, J. Friedman, Grant, Headrick, Holst&Matschull, L&Gott, Ori, Pickover, Simon in the bibliography of Gott [107]. Cf. also Gott [107, p.129 lines 8-1 bottom up, p.130 last 8 lines]. For more on this cf. §1.3(iv), p.xii. Summing it up: If we do not add an extra axiom to general relativity saying that closed time-like curves are prohibited, then it is not clear why we should add an axiom to special relativity saying that faster than light causal signals are prohibited. The motivation for both axioms is the same: to exclude causal loops in an a priori manner. But if we are not willing to do this a priori (pre-)judgment in general relativity, why should we do it in the special theory?

\(^{164}\) and in AMN [19, §2.7] the present author provides an analysis of FTL in the accelerated observer version of some of our more flexible (than Basax) theories. Actually, these theories are the localized versions Loc(Th) in Chapter 3 herein.

\(^{165}\) cf. the introductions of AMN [18] and of Chapter 3 herein

\(^{166}\) i.e. models of Basax(2) + there are FTL observers
Since in our theories like Basax we have chosen a level of abstraction in which mass and energy are disregarded, i.e. since we are in relativistic kinematics (as opposed to relativistic dynamics), the question comes up naturally whether in a suitably flexible version\textsuperscript{167} of Basax(2) enriched with accelerated observers, it might be consistent to accelerate an STL observer up to an FTL speed (relative some fixed inertial $m_0 \in \text{Obs}$, of course). If yes, then what does the so “fantastically” accelerated observer observe (coordinate-wise), what does he see (via photons) etc. In particular, how does he observe/see the STL world in detail. These latter questions are discussed in AMN [19] but in less detail than the previous questions not involving acceleration.\textsuperscript{168}

Someone might object that discussing FTL in two dimensions is not so relevant to understanding our world because the “real world” is 4-dimensional. The answers to this objection are in (i), (ii) below. (i) This part of the answer coincides with what we said in the introduction to the present sub-section about FTL in the case of $n > 2$. Namely, there are refinements of Basax(4) allowing either FTL or some interesting consequences of FTL in Basax(2), and these refinements are analogous with Basax(2), in various ways. (ii) The really exotic predictions of FTL (like time-travel to the past) are consistent\textsuperscript{169} with Einstein’s general theory of relativity, as was proved probably first by Gödel\textsuperscript{170} whose result was essentially strengthened by Ozsváth & Schücking [209], cf. also Thorne [259], Gott [107], Deutsch [71] and the references at the very beginning of the Introduction to this work. Now, after knowing that these predictions are possible in the general theory, it might be of some intellectual interest to see how these predictions are proved in detail (and how they are realized in detail) in a tangible, transparent and purely logical form, in a simplified version of relativity theory e.g. in Basax(2). Of course, the proofs in Basax(2) cannot be easily\textsuperscript{171} generalized to e.g. Gödel’s rotating universe (or to Kerr-type rotating black holes), but they still can provide us with some degree of intellectual insight in connection with how and why these exotic things are logically possible at all in a relativity theoretic frame of mind. The above considerations motivated the present author to elaborate AMN [18, §2.7] in detail and to illustrate it with a large number of pictures (and intuitive explanations). For lack of space, here we do not recall more from AMN [18, §2.7] or AMN [19, §2.7].\textsuperscript{172}

We will return to FTL in two dimensions in connection with Einstein’s Special Principle of Relativity in §2.8.3 (p.84) after discussing our symmetry principles corresponding to Einstein’s SPR.

\textsuperscript{167}e.g. Loc(Newbasax(2)) in Chapter 3 herein
\textsuperscript{168}This investigation in AMN [19] answers questions of L. Pólos at ILLC of University of Amsterdam. It also answers questions of participants of the research course at University of Amsterdam (1998) for which the first version of AMN [18] served as course material.
\textsuperscript{169}Warning: by saying “is consistent” we do not mean “is implied by” and especially we do not mean to claim “is true in the real world” (though we are not excluding the latter, either).
\textsuperscript{170}Cf. Figure 134 on p.365 for an illustration of Gödel’s model for Einstein’s theory, with closed time-like curves.
\textsuperscript{171}or even directly
\textsuperscript{172}For ideas related to the ones mentioned in the present sub-section we refer to Andai [5], and to Andai’s writings connected to tachyon theory. At the same time we would like to express our special thanks to Attila Andai for helpful and thorough discussions of the present sub-section §2.7.
2.8 Some symmetry axioms and the twin paradox

In order to discuss the twin paradox, we will need some kind of symmetry axioms.\footnote{\textsuperscript{173}This is so because we will approximate the accelerated twin by several inertial observers, and thus we need a kind of “similar behavior” of these inertial observers.} In this section we study the possibility of adding certain symmetry axioms to Basax. An example of a symmetry axiom is $\text{Ax}(\text{symm})$ to be introduced soon. We consider $\text{Ax}(\text{symm})$ as a possible formalization of (an instance or a fragment of) Einstein’s Special Principle of Relativity (SPR), cf. Friedman [91, p.149] principle (R) therein. Roughly speaking, SPR states that from a certain point of view all inertial observers are equivalent, while our symmetry axioms will say that “the way two observers see each other ‘is the same’”. In §2.8.3 we will discuss the relationship between SPR and our symmetry axiom $\text{Ax}(\text{symm})$.

Axiom $\text{Ax}(\text{symm})$ below is an “optional” postulate; sometimes we add it to Basax (or other theories of special relativity introduced later in this study) and sometimes we do not. Its usage is somewhat analogous with the Axiom of Choice (AC) in set theory, where people are interested in set theory \textit{both} without AC and with AC. Moreover, $\text{Ax}(\text{symm})$ is of a \textit{different nature} than the other axioms introduced up to this point. It expresses a sort of methodological (or aesthetics-motivated) principle: by making all observers similar (in a certain sense) we commit ourselves to describing the world as simply as possible. In this respect $\text{Ax}(\text{symm})$ will serve as a kind of “Occam’s razor” in our analysis. To distinguish aesthetics-motivated axioms like our symmetry principles (e.g. $\text{Ax}(\text{symm})$) from experiments-motivated ones (e.g. AxE), statements like our $\text{Ax}(\text{symm})$ are often called \textit{principles of parsimony} (i.e. principles of economy of explanation in conformity with Occam’s razor), cf. e.g. Friedman [91, p.29 line 23]. So, what we call in the present work symmetry axioms\footnote{Cf. besides the present section AMN [18, §§ 3.9, 4.2, 4.7].} all belong to the kind of axioms called principles of parsimony. For more on the special nature of $\text{Ax}(\text{symm})$ in connection with Occam’s razor etc. we refer to §2.8.4 on page 90 herein and to item 4.2.18 (p.464) of AMN [18]. Principles of parsimony (their historical-methodological background, their role herein) are further discussed in §4.1.

We provide deeper discussions of symmetry principles in AMN [18, §§ 3.9, 4.2, 4.7].

In the present section we include a relatively brief discussion of $\text{Ax}(\text{symm})$ and its effects on theorems (or phenomena) already studied in the preceding parts. E.g. we will discuss how $\text{Ax}(\text{symm})$ influences paradigmatic effects (I)-(III) discussed in §2.5. We will see that these effects (for example the effect of clocks slowing down) admit a simpler and stronger formulation in Basax + $\text{Ax}(\text{symm})$ than in pure Basax, and all three paradigmatic effects are necessary if we assume $\text{Ax}(\text{symm})$. After this, and motivated by these theorems, we introduce some other axioms and show that they are equivalent to $\text{Ax}(\text{symm})$. After this we investigate in what sense $\text{Ax}(\text{symm})$ can be considered as a special case of Einstein’s SPR. We then briefly investigate what $\text{Ax}(\text{symm})$ says about the physical world. After this we show that, in the presence of Basax + $\text{Ax}(\sqrt{\cdot})$, $\text{Ax}(\text{symm})$ implies the twin paradox, more precisely, an approximated version of the twin paradox. We then investigate the twin paradox a little. We conclude this section with introducing one of our central axiom systems, Specrel.

First, we postulate a natural symmetry principle $\text{Ax}(\text{symm}_0)$, and then an auxiliary axiom $\text{Ax}(\text{eqtime})$. $\text{Ax}(\text{symm})$ will be defined to be $\text{Ax}(\text{symm}_0) + \text{Ax}(\text{eqtime})$. 

\footnote{\textsuperscript{173}This is so because we will approximate the accelerated twin by several inertial observers, and thus we need a kind of “similar behavior” of these inertial observers.}
2.8 SYMMETRY AXIOMS AND THE TWIN PARADOX

\[ \text{Ax(symm}_0) \ (\forall m, k \in \text{Obs})(\exists m', k' \in \text{Obs}) \]

\[ \left( \text{tr}_m(m') = \text{tr}_k(k') = \tilde{t} \quad \text{and} \quad f_{mk} = f_{k'm'} \right). \]

Let us see what \text{Ax(symm}_0) says intuitively, and why we claim that \text{Ax(symm}_0) is a
natural symmetry postulate about “how the world behaves”. Assume \( m, k \) are two observers. We would like to state that observers \( m \) and \( k \) are “equivalent” in some sense. A natural thing
to say in this direction would be saying that “as I see you so do you see me”. That is

\[(\ast) \quad \text{as } m \text{ sees } k \text{ so does } k \text{ see } m.\]

But formally this would mean saying that \( f_{mk} = f_{km} \) which is a too strong statement, e.g. because \( k \) may be “looking in the wrong direction”. If the bicyclist sees the train moving
forwards, the train inhabitants may see the bicycle moving backwards. Cf. the next sequence
of pictures. However, this can be easily mended; instead of (\ast) we state the following more
subtle version (\ast\ast).

\[(\ast\ast) \quad \text{As } m \text{ sees } k \text{ so does some sister } k' \text{ of } k \text{ see some brother } m' \text{ of } m.\]

Here saying that \( k' \) is a sister of \( k \) means that \( tr_k(k') = \tilde{t} \), i.e. they have the same life-line.\(^{175}\)
Indeed it is exactly the formalized version of (\ast\ast) what is stated in axiom \text{Ax(symm}_0).

Perhaps a more natural form of \text{Ax(symm}_0) would state the existence of brothers \( m' \) and \( k' \) such that \( m' \) and \( k' \) see each other exactly the same way, i.e. \( f_{m'k'} = f_{k'm'} \). If there are
no FTL observers (e.g. if \( n > 2 \)), then this is an equivalent form of \text{Ax(symm}_0), see \S 3.9 of
AMN [18]. However, this more natural form excludes FTL observers (see Theorem 2.7.5 in
AMN [18] or Thm.2.7.1 herein), this is why we stated \text{Ax(symm}_0) in its present form. Cf.
Theorem 2.8.2.

As an illustration for why \( k' \) and \( m' \) are needed in \text{Ax(symm}_0) we include the following
sequence of pictures. (Throughout the discussion of these pictures we assume \text{Basax}(2).)

\[ m = \text{cyclist} \quad \text{train} = k \quad m = \text{cyclist} \quad \text{train} = k \]

\[ \text{world-view of } m = \text{cyclist} \quad \text{world-view of } k = \text{train} \]

The above represents one possible configuration of the cyclist and the train: The cyclist sees the
train moving forwards in the positive \( \bar{x} \)-direction, while the train people see the cyclist moving
backwards in the negative \( \bar{x} \)-direction. For this configuration the world-view transformations
are represented in the following picture.

\(^{175}\)By quantifying over observers having the same life-line (like our quantifiers \( \exists k', \exists m' \)) we sort of abstracted from “the directions in which our observers are looking” and this is exactly what we needed.
The above are the world-view transformations corresponding to the configuration represented in the previous picture (the train and the cyclist look in the same direction). Obviously $f_{mk} \neq f_{km}$. Let us try to mend this by turning the train around such that the train people will be looking backwards, which in our formalism means that we choose a sister $k'$ of $k$ as illustrated in the picture below.

Well, $f_{mk} = f_{k'm}$ is still not satisfied (but we made a step forwards, look at $f_{km}[\vec{t}]$ and $f_{mk'}[\vec{t}]$). Let us turn the cyclist around, too. This means that we take a brother $m'$ of $m$ as illustrated in the picture below.

This picture shows that now we have a chance for $f_{mk} = f_{k'm}$ being true since the lines which are mapped to the axes $\vec{t}$ and $\vec{\bar{x}}$ are mapped to the right places. (In connection with this we note that $v_m(k) = v_{k'}(m')$ follows from Thm.2.8.5 on p.78 which says that under some mild assumptions, $v_m(k) = v_k(m)$. This implies that in our present case $tr_m(k) = tr_{k'}(m')$.) But in addition to this, we need that $f_{mk}$ and $f_{k'm'}$ agree on these lines pointwise, and not just that they take these lines to the same sets. The fact that it is possible to arrange pointwise agreement, too (i.e. that $f_{mk} = f_{k'm'}$) at least in some model of Basax will be seen in Theorems 2.8.1-2.8.2 below (and in more detail in §3.8.2 of AMN [18]).
Next, we introduce an auxiliary axiom $\text{Ax(eqt)}$. We call $\text{Ax(eqt)}$ an axiom of "equi-time" because it says that time passes with the same rate for "observer brothers" $m$ and $m'$.

$\text{Ax(eqt)} \quad (\forall m, m' \in \text{Obs}) \quad \left( t_{r_{m}}(m') = \tilde{t} \Rightarrow (\forall p, q \in \tilde{t}) \quad |p - q| = |f_{m m'}(p) - f_{m m'}(q)| \right) .$

Concerning $\text{Ax(eqt)}$ we note that this is a very natural and convincing axiom; it only says that if two observers do not move relative to each other (moreover they are at the same place) then their clocks have the same rate. In other words this means that our paradigmatic effect (I)\textsuperscript{176} does not show up in the absence of motion. (This is a natural assumption which has always been assumed beginning with ancient Greeks, then by Galileo and Newton and of course by Einstein.)

Let us turn to defining $\text{Ax(sym)}$.

$\text{Ax(sym)} \overset{\text{def}}{=} \text{Ax(sym0)} + \text{Ax(eqt)} . \quad \text{(1)}$

Let us see first if studying $\text{Basax + Ax(sym)}$ makes sense at all. We already stated on p.44 that $\text{Basax}$ is consistent, cf. also §3.5 ("Simple models for $\text{Basax}$") of AMN [18].

THEOREM 2.8.1 $\text{Basax}(n) + \text{Ax(sym)}$ is consistent, for all $n > 1 . \quad \square$

The next theorem says that, despite of Thm.2.7.1 (p.70) which says that perfect symmetry is ruled out by FTL observers, $\text{Ax(sym)}$ does not exclude the existence of FTL observers. (Thm.2.8.25 will state a stronger result in this direction.) Then the next Thm.2.8.3 describes a consequence of $\text{Ax(sym)}$ in situations when FTL observers are present.

THEOREM 2.8.2

(i) $(\text{Basax}(2) + \text{Ax(sym)} + " \exists \text{FTL observers}")$ is consistent i.e.

(ii) there is $\mathfrak{M} \in \text{Mod(Basax}(2) + \text{Ax(sym)}))$ such that in $\mathfrak{M}$ there are FTL observers. \quad \square

THEOREM 2.8.3 Assume $\text{Basax} + \text{Ax(sym)} + " \exists \text{FTL observers}"$. Then there is $m \in \text{Obs}$ such that

$(\star) \quad m$ has a brother $m'$ such that $m'$'s clocks run backwards as seen by $m .\textsuperscript{177}$

Moreover, let the above $m$ be fixed. Then for any observer $k$ which is not FTL w.r.t. $m$, statement $(\star)$ holds, i.e. $k$ has a brother $k'$ etc. Intuitively this means that at least "half of" the observers have a "counter-clock-wise brother".

On the proof: The idea of the proof can be reconstructed from Figure 41 (p.71). \quad \square

The next theorem states that in models of $\text{Basax} + \text{Ax(sym)} + \text{Ax(\sqrt{)})}$, no field-automorphisms are involved in the world-view transformations.

\textsuperscript{176}Moving clocks slow down.

\textsuperscript{177}i.e. $t_{r_{m}}(m') = \tilde{t}$ and $f_{m m'}(1_{\tilde{t}}) < f_{m m'}(0_{\tilde{t}})$.
THEOREM 2.8.4 Assume \( \mathfrak{M} \models (\text{Basax} + \text{Ax(symm)}) + \text{Ax}(\sqrt{\cdot}) \). Let \( m, k \in \text{Obs} \). Assume \( f_{mk}(\vec{0}) = \vec{0} \). Then \( f_{mk} \) is a bijective linear transformation of the vector space \(^9\mathbb{F}\) preserving the set of photon-lines. ■

It is interesting to compare the above theorem about \( f_{mk}'s \) with Thm.2.3.12(ii)' on p.35. Namely, in the above theorem we did not need mentioning field automorphisms while we did need them in Thm.2.3.12. There is a similar contrast between the above theorem and Thm.3.1.4 on p.162 of AMN [18]. In connection with the above theorem we note that, under assuming \( \text{Basax} + \text{Ax(symm)} + \text{Ax}(\sqrt{\cdot}) \), the world-view transformations \( f_{mk} \) are so-called Poincaré transformations; and those world-view transformations which preserve \( \vec{0} \) are Lorentz transformations, cf. Thm.2.9.6 on p.104.

So far we investigated a symmetry property of the the kind “as I see you so do you see me”. The following theorem shows that a simple property of this kind also follows from \( \text{Ax(symm)} \). Compare Theorem 2.7.3 on p.111 of AMN [18] which says that there are \( \mathfrak{M} \in \text{Mod}(\text{Basax}(2)) \) and \( m, k \in \text{Obs}^{9\mathbb{M}} \) such that \( v_m(k) < 1 \) while \( v_k(m) > 1 \).

THEOREM 2.8.5 \( \text{Basax} + \text{Ax(symm)} + \text{Ax}(\sqrt{\cdot}) \models v_m(k) = v_k(m) \). ■

Remark 2.8.6 (Ax(symm) and Minkowski-circles) Consider the possible models \( \mathfrak{M}_1, \mathfrak{M}_2, \mathfrak{M}_3 \) of \( \text{Basax}(2) \) represented in Figure 29 (p.51). As we said, of these only \( \mathfrak{M}_3 \) is a model of \( \text{Ax(symm)} \). In particular \( \text{Ax(symm)} \) fails both in \( \mathfrak{M}_1 \) and \( \mathfrak{M}_2 \). Therefore \( \text{Basax} + \text{Ax(symm)} \) has radically fewer kinds of models than \( \text{Basax} \) does.

Moreover, \( \text{Basax} + \text{Ax(symm)} \) implies that the Minkowski-sphere can look like only as in the case of \( \mathfrak{M}_3 \) in Figure 29. This follows from Thm.2.9.6(ii) (p.104). We note that \( \text{Basax} + \text{Ax(symm)}_0 \) is not sufficient for this.\(^{178}\)

Further, under some natural assumptions\(^{179}\), the following three statements are equivalent for models \( \mathfrak{M} \) of \( \text{Basax} \):

(i) \( \text{Ax(symm)} \) holds in \( \mathfrak{M} \).

(ii) All observers have the same Minkowski-spheres, i.e.

\[(\forall m, k \in \text{Obs})\text{MS}(\mathfrak{M}, m) = \text{MS}(\mathfrak{M}, k)\].

(iii) The Minkowski-sphere of any observer is like \( \mathfrak{M}_3 \) in Figure 29, i.e.

\[
\text{MS}(\mathfrak{M}, m) = \{p \in \mathbb{F} : g_{tm}^2(p, \vec{0}) = 1\},
\]

where \( g_{tm}^2(p, \vec{0}) \) will be introduced on p.101.

A more detailed formulation of this statement is in AMN [19].

\(^{178}\)This was noted by Gergely Székely and Ramon Horváth.

\(^{179}\)e.g. \( \text{Ax}(\|) + \text{Ax}(\text{Triv}) + \text{Ax}(\sqrt{\cdot}) \) to be introduced soon, or that \( \mathfrak{F} \) has no nontrivial automorphism.
2.8.1 Ax(symm) and the paradigmatic effects

Let us turn to seeing how $\text{Ax}(\text{symm})$ simplifies the “picture” of special relativity, e.g. what it “says” about our paradigmatic effects (I)–(III) (p.54).

THEOREM 2.8.7 (Clocks slow down.)
Assume $\text{Basax} + \text{Ax}(\text{symm}) + \text{Ax}(\sqrt{\cdot})$. Let $m, k \in \text{Obs}$, with $0 < v_m(k) \leq 1$. Then:

(i) $m$ thinks that $k$’s clocks run slow, i.e.

$$|f_{km}(1_t) - f_{km}(0)| > 1; \text{ moreover}$$

(ii) $(\forall 0 \neq \lambda \in F) |f_{km}(\lambda \cdot 1_t) - f_{km}(0)| > |\lambda|.$

In connection with the above theorem cf. Theorem 2.5.2. The novelty in Theorem 2.8.7 is that it says that all observers’ clocks slow down in the presence of $\text{Ax}(\text{symm})$, while without $\text{Ax}(\text{symm})$ we only know that some clocks slow down. This also means that both $m$ thinks that $k$’s clocks slow down and $k$ thinks that $m$’s clocks slow down. This is counterintuitive to the thinking we get used to in our Newtonian world where if $k$ thinks that $m$’s clocks run slow, then $m$ will think that $k$’s clocks run fast. That both can think that the other’s clocks run slow is possible because they do not perceive the same events as simultaneous, i.e. because of paradigmatic effect (III). In connection with this see Figure 49 on p.104.

Analogous statement can be made about paradigmatic effect (II), i.e. about shrinking of meter-rods, cf. the following theorem. In connection with the next theorem we note the following: If we assume $\text{Basax}$, then for every $m, k \in \text{Obs}$, such that $v_m(k) \neq \infty$, $tr_m(k)$ can be considered as a function $tr_m(k) : F \rightarrow n-1F$, therefore $tr_m(k)(0)$ is well defined (cf. Fact 2.2.4).

THEOREM 2.8.8 (Meter-rods shrink.)
Assume $\text{Basax} + \text{Ax}(\text{symm}) + \text{Ax}(\sqrt{\cdot})$. Let $m, k \in \text{Obs}$, with $0 < v_m(k) \leq 1$. Then (i) and (ii) below hold.

(i) Meter-rods of $k$ parallel with the direction of movement of $k$ shrink when observed by $m$. I.e $m$ will think that $k$’s meter-rods are shorter than $k$ thinks, formally:

For simplicity assume that $0 \in tr_m(k) \subseteq \text{Plane}(\vec{t}, \vec{x})$. Let $k_1 \in \text{Obs}$ with $\vec{t} \neq tr_k(k_1) \subseteq \text{Plane}(\vec{t}, \vec{x})$ such that $tr_k(k_1)$ is parallel with $\vec{t}$.\(^{180}\) Let $p := tr_m(k_1)(0)$ and $q := tr_k(k_1)(0)$. Then $|p| < |q|$. Cf. Figure 38 on p.62.

(ii) Those meter rods of $k$ which are not orthogonal to the direction of movement shrink when observed by $m$. Formally:

For simplicity assume again that $0 \in tr_m(k) \subseteq \text{Plane}(\vec{t}, \vec{x})$. Let $k_1 \in \text{Obs}$ such that $tr_k(k_1)$ is parallel with $\vec{t}$ and $tr_k(k_1)(0) \neq 0$.

Then $|p| < |q|$.

\(^{180}\)Intuitively $k$ and $k_1$ together represent a meter-rod of $k$. 

In connection with the above theorem cf. Items 2.5.9–2.5.12 (pp.62–63).

**THEOREM 2.8.9** (Clocks slow down exactly the same way.)

Assume Basax + Ax(symm). Assume m, k ∈ Obs. Then m sees k’s clocks slowing down to exactly the same degree as k sees m’s clocks doing the same; formally:

(i) \[ |f_{km}(1_t) − f_{km}(0_t)| = |f_{mk}(1_t) − f_{mk}(0_t)|, \] moreover:

(ii) \[ (\forall p \in \overline{t}) \ |f_{km}(p) − f_{km}(0)| = |f_{mk}(p) − f_{mk}(0)|. \]

\[ \square \]

**Remark 2.8.10** An analogous statement can be made about the effect of shrinking meter-rods as follows.

Assume Basax + Ax(symm) + Ax(√). Then (i) and (ii) below hold.

(i) Assume further m, k ∈ Obs are in standard configuration. Let us concentrate on meter-rods parallel with the direction of movement. Then m will see k’s meter-rods shrink exactly with the same ratio as k sees m’s meter-rods shrink.

(ii) Assume k moves in direction \( \overline{x} \) when observed by m (i.e. \( tr_m(k) \subseteq Plane(\overline{t}, \overline{x}) \)). Let us concentrate on meter-rods which are parallel with direction \( \overline{x} \) when observed by m. I.e. even if the meter-rod is k’s one we check whether m sees it parallel with the plane \( Plane(\overline{t}, \overline{x}) \) determined by axes \( \overline{t} \) and \( \overline{x} \).

Then m will see k’s meter-rods shrinking with the same ratio as k sees m’s meter-rods.

\(<\)

Roughly, the following theorem implies that meter-rods orthogonal to the direction of movement do not shrink or grow, assuming Basax + Ax(symm), cf. Corollary 2.8.12.

**THEOREM 2.8.11** Assume Basax + Ax(symm) + Ax(√). Let m, k ∈ Obs. Let \( e, e_1 \) be two events which are simultaneous for both m and k. Then the spatial distance between \( e \) and \( e_1 \) is the same for m as for k; formally:

\[ (\forall p, q \in nF) \ [ (p_t = q_t \land f_{mk}(p) = f_{mk}(q)) \Rightarrow |p − q| = |f_{mk}(p) − f_{mk}(q)| ] . \]

\[ \square \]

The following is a corollary of Thm.2.8.11 above and Thm.2.5.6 (p.59) which says that (under assuming Basax) if two clocks are separated only in a spatial direction which is orthogonal to the direction of movement, then they do not get out of synchronism.

**COROLLARY 2.8.12** (Meter-rods orthogonal to movement do not shrink.)

Assume Basax + Ax(symm) + Ax(√). Then meter-rods orthogonal to the direction of movement do not get shorter. A detailed formal statement of this is in AMN [18, Cor.2.8.12 (p.133)]. \[ \square \]
2.8.2 Equivalent forms of \textbf{Ax(symm)}

In this part we show that certain forms of the paradigmatic effects are actually equivalent to \textbf{Ax(symm)} (in \textbf{Basax} under mild conditions). Different equivalent forms of \textbf{Ax(symm)} are given in §3.9 of AMN [18].

Thm.2.8.9 motivates the axiom \textbf{Ax(syt}_0\textbf{)} below. We note that the “name” \textbf{Ax(syt}_0\textbf{)} intends to refer to “symmetry of time”. Intuitively, \textbf{Ax(syt}_0\textbf{)} says that

“as I see your clocks slowing down (because of your speed relative to me) so do you see my clocks (because of my speed relative to you) slowing down”.

In the formulation of \textbf{Ax(syt}_0\textbf{)} below the assumption \(tr_m(k) \neq \emptyset\) is superfluous at the present point, because \textbf{Basax} \(\models tr_m(k) \neq \emptyset\). However in later sections this assumption will become useful.\(^{181}\)

\[
\textbf{Ax(syt}_0\textbf{)} \quad \left(\forall m, k \in \text{Obs}\right) \left(tr_m(k) \neq \emptyset \Rightarrow \left(\forall p \in \tilde{t} \right) |f_{mk}(p)\tilde{t} - f_{mk}(\tilde{0})\tilde{t}| = |f_{km}(p)\tilde{t} - f_{km}(\tilde{0})\tilde{t}| \right).
\]

In terms of the just defined \textbf{Ax(syt}_0\textbf{)}, Thm.2.8.9 says that

\textbf{Basax} \(\models \textbf{Ax(symm)} \rightarrow \textbf{Ax(syt}_0\textbf{)}\).

In Thm.2.8.13 below we will see that, under mild assumptions, the implication holds in the other direction too, i.e. \textbf{Ax(syt}_0\textbf{)} is an equivalent form of \textbf{Ax(symm)} (in the presence of \textbf{Basax}). To formulate Thm.2.8.13 we introduce auxiliary axioms \textbf{Ax(Triv)} and \textbf{Ax(Triv)}.

First we introduce the notion of an isometry and the set \textbf{Triv} of trivial transformations.

\textbf{Triv} denotes the set of all mappings of \(nF\) into itself which preserve Euclidean distance, take \(\tilde{t}\) to a line parallel with it, and so that the order of points does not change on \(\tilde{t}\). Formally: Let \(\mathfrak{F}\) be an ordered field. Then \(f : nF \rightarrow nF\) is said to be an isometry if it preserves the square of Euclidean distances, i.e. \((\forall p, q \in nF)\)

\[
(p_0 - q_0)^2 + (p_1 - q_1)^2 + \cdots + (p_{n-1} - q_{n-1})^2 = (f(p)_0 - f(q)_0)^2 + (f(p)_1 - f(q)_1)^2 + \cdots + (f(p)_{n-1} - f(q)_{n-1})^2,
\]

cf. also Def.3.9.3 on p.349 of AMN [18]. Let \((^cF)^nF\) denote the set of all functions mapping \(nF\) into itself. Then

\[
\textbf{Triv} \stackrel{\text{def}}{=} \textbf{Triv}(n, \mathfrak{F}) \stackrel{\text{def}}{=} \left\{ f \in (^cF)^nF : f \text{ is an isometry, } f[\tilde{t}] \parallel \tilde{t}, f(1t) - f(\tilde{0})t > 0 \right\}.
\]

As we explain in §3.5 of AMN [18] in more detail, the transformations in \textbf{Triv} involve no “relativistic effects”, one could say that they are very non-relativistic or, so to speak, trivial. To illustrate this, assume \(f(\tilde{0}) = \tilde{0}\). Then \(f \in \textbf{Triv}\) if and only if \(f\) is linear, it is identity on \(\tilde{t}\) and \(f\) maps the space-part \(S\) to itself (i.e. \(f[S] = S\)) so that it preserves Euclidean distance on \(S\).

\(^{181}\)We would like to remind the reader that we mentioned that when generalizing our axioms towards general relativity, \textbf{Ax6} and \textbf{Ax3} will be weakened and therefore \(tr_m(k) = \emptyset\) will be possible for some choices of \(m, k \in \text{Obs}\).
\[ \text{Ax}(\text{Triv}) \quad (\forall m \in \text{Obs})(\forall f \in \text{Triv})(\exists k \in \text{Obs}) \ f_{mk} = f. \]

\( \text{Ax}(\text{Triv}) \) says that every observer can “re-coordinatize” his world-view by any trivial transformation. As is explained in §3.9 of AMN [18], \( \text{Ax}(\text{Triv}) \) is first-order, because each isometry is an affine transformation, and so quantifying over elements of \( \text{Triv} \) can be replaced by quantifying over elements of \( \mathfrak{F} \).

\( \text{Ax}(\text{Triv}_i) \) below is a weaker form of \( \text{Ax}(\text{Triv}) \).

\[ \text{Ax}(\text{Triv}_i) \quad (\forall m \in \text{Obs})(\forall f \in \text{Triv}) \left( f[\vec{t}] = \vec{t} \quad \Rightarrow \quad (\exists k \in \text{Obs}) \ f_{mk} = f \right). \]

**THEOREM 2.8.13** Assume \( n > 2 \). Then

\[ \text{Basax} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{Triv}_i) \models \text{Ax(sytm)} \leftrightarrow \text{Ax(syt}_0). \]

We consider \( \text{Ax}(\text{Triv}) \) and \( \text{Ax}(\text{Triv}_i) \) as some of our auxiliary axioms.\(^{182}\) A similar auxiliary axiom is \( \text{Ax}(|\rangle) \) to be introduced below.

\[ \text{Ax}(|\rangle) \quad (\forall m, k \in \text{Obs}) \left( tr_m(k) \parallel \vec{t} \quad \Rightarrow \quad (f_{mk} \text{ is an isometry}) \right). \]

Intuitively, assuming \( \text{Ax}4 \), axiom \( \text{Ax}(|\rangle) \) says that if you do not move relative to me then we will agree on which events are simultaneous, which occurred at the same place and we agree on both spatial distances and temporal distances between events. Hence \( \text{Ax}(|\rangle) + \text{Ax}4 \) implies that none of the paradigmatic effects shows up in the absence of motion. \( \text{Ax}(|\rangle) \) is a stronger version of \( \text{Ax(eqtime)} \). In passing we note that later (in Chapter 4 on p.145) we will introduce an axiom called \( \text{Ax(eqm)} \) which (under mild assumptions) will be a stronger version of \( \text{Ax}(|\rangle) \).

The proposition below says that, assuming \( \text{Basax} + \text{Ax}(\text{Triv}) \), the auxiliary axioms \( \text{Ax}(|\rangle) \) and \( \text{Ax(eqtime)} \) are equivalent.

**PROPOSITION 2.8.14** \( \text{Basax} + \text{Ax}(\text{Triv}) \models \text{Ax}(|\rangle) \leftrightarrow \text{Ax(eqtime)} \).

The following proposition says that, assuming \( \text{Basax} + \text{Ax}(\sqrt{\cdot}) \), both \( \text{Ax}(\text{sytm}_0) \) and \( \text{Ax(sytm)} \) imply \( \text{Ax}(|\rangle) \).

\(^{182}\)The axioms we call auxiliary are of a status that we assume them without any hesitation whenever we need them. I.e. we consider them as true in the “real world” and we omit them from some of our theories only to make these theories look prettier. To be on the safe side, we note that \( \text{Ax}(\text{Triv}) \) and \( \text{Ax}(|\rangle) \) will “not survive” the transition from special to general relativity. They both will need some refining already in our chapter on accelerated observers. The following form \( \text{Ax}(\text{Triv}_0) \) of \( \text{Ax}(\text{Triv}_1) \) will remain “true”: \( (\forall f \in \text{Triv})[f(\vec{0}) = 0 \Rightarrow (\exists k \in \text{Obs})f_{mk} = f] \). In the case when we will allow only uniformly accelerated observers, also \( \text{Ax}(\text{Triv}_1) \) will remain “true”. Here “true” means “usable” or consistent with our intentions.
PROPOSITION 2.8.15

(i) Basax + Ax(\(\sqrt{\cdot}\)) + Ax(syt\(_0\)) \models Ax(\(|\cdot|\)).

(ii) Basax + Ax(\(\sqrt{\cdot}\)) + Ax(symm) \models Ax(\(|\cdot|\)).

Since Ax(\(|\cdot|\)) is a stronger form of Ax(eqtime), the above proposition implies that

Basax + Ax(\(\sqrt{\cdot}\)) + Ax(syt\(_0\)) \models Ax(eqtime).

Thm.2.8.11 motivates the following potential axiom, which we call the \textit{axiom of eqi-space}.

\(\text{Ax(eqspace)} \quad (\forall m, k \in \text{Obs})(\forall p, q \in \mathbb{F})
\phi(p_q = q_k \land f_{mk}(p)t = f_{mk}(q)t) \Rightarrow |p - q| = |f_{mk}(p) - f_{mk}(q)|\).

Intuitively, Ax(eqspace) says that if two events are simultaneous both for \(m\) and \(k\), then the spatial distance between those two events is the same for \(m\) as for \(k\). Theorem 2.8.16 below explains why we consider Ax(eqspace) as one of our symmetry axioms.

In terms of the just defined Ax(eqspace), Thm.2.8.11 says that

\((\text{Basax} + \text{Ax(symm)} + \text{Ax}(\sqrt{\cdot})) \models \text{Ax(eqspace)}\).

In the next theorem we will see that (under assuming \(n > 2\) and Ax(Triv\(_t\)) the implication holds in the other direction, too.

THEOREM 2.8.16 Assume \(n > 2\). Then

\((\text{Basax} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{Triv}_t)) \models \text{Ax(symm)} \leftrightarrow \text{Ax(eqspace)}\).

Next we introduce another natural symmetry axiom. Intuitively, Ax(speedtime) below says that the rate with which moving clocks slow down depends only on the relative velocity \(\vec{v}_m(k)\) with which one observer sees the other moving. Roughly, the idea is the following. The relativistic effects are caused by relative motion (of \(k\) relative to \(m\)). Motion is completely determined\(^{183}\) by velocity \(\vec{v}_m(k)\) (of \(k\) relative to \(m\)). Therefore one concludes that relativistic effects (involving \(f_{mk}\)) should be determined by \(\vec{v}_m(k)\). (At least if we disregard acceleration). For technical reasons, the axiom is formulated in terms of speeds instead of velocities. Interestingly, we will see that this axiom turns out to be one of the symmetry axioms equivalent to Ax(symm) and Ax(syt\(_0\)), cf. Thm.2.8.17.

\(\text{Ax(speedtime)} \quad (\forall m, k, m', k' \in \text{Obs}) \left(v_m(k) = v_{m'}(k') \Rightarrow \right)
\left(\forall p \in \bar{t} \right) |f_{mk}(p)t - f_{mk}(\bar{0})t| = |f_{mk'}(p)t - f_{mk'}(\bar{0})t|\).
2.8 SYMMETRY AXIOMS AND THE TWIN PARADOX

Ax(speedtime) also turns out to be equivalent to an instance of (or fragment of) Einstein’s SPR, under some assumptions.\(^{181}\)

The theorem below says that (under mild assumptions) the symmetry axioms introduced in this section are equivalent to each other. For similar equivalence theorems we refer the reader to §§ 3.9, 4.7 of AMN [18].

**THEOREM 2.8.17** Assume \( n > 2 \). Then (i) and (ii) below hold.

(i) \( \text{Basax} + \text{Ax}(\sqrt{\text{symm}}) + \text{Ax}(\text{Triv}_n) \models \text{Ax(speedtime)} \leftrightarrow \text{Ax(syt}_0) \leftrightarrow \text{Ax(eqspace)}; \)

where the “transitive notation” \( \psi_1 \leftrightarrow \psi_2 \leftrightarrow \psi_3 \) intends to abbreviate

\( (\psi_1 \leftrightarrow \psi_2) \& (\psi_2 \leftrightarrow \psi_3). \) Similarly for the case when we have four formulas say \( \psi_1, \ldots, \psi_4 \).

(ii) \( \text{Basax} + \text{Ax}(\sqrt{\text{symm}}) \models \text{Ax(speedtime)} \leftrightarrow \text{Ax(syt}_0) \leftrightarrow \text{Ax(eqspace)}. \)

\[ \square \]

2.8.3 Model theoretic characterization of Einstein’s SPR; connections with our symmetry principles

Roughly speaking, Einstein’s SPR states that — from a certain point of view — all inertial observers are equivalent. Then we only have to specify the relevant aspect from which inertial observers are all equivalent. The usual stipulation is that no law of nature distinguishes any observer from the others.\(^{185}\) We will allow concrete numbers (i.e., elements of sort quantities \( Q \), i.e. \( F \)) occur in a law of nature, but we will not allow individual names to occur in a law of nature. More formally: Let \( \mathcal{M} \) be a frame model, and let \( \mathcal{M}^m \) be the model obtained from \( \mathcal{M} \) by expanding it with the elements of \( F_0^m \) as new distinguished constants denoting themselves. We want to formalize the statement:

\( \uparrow \) The same laws of nature are true for all inertial observers.

To analyze the meaning of (\( \uparrow \)), we will speak about potential laws of nature. We use the expression law-like statement as a synonym for potential law of nature.\(^{186}\) Now, (\( \uparrow \)) means

\(^{184}\)In some respects, \( \text{Ax(speedtime)} \) would have a clearer intuitive meaning if we wrote \( \bar{v}_m(k) = \bar{v}_m(k') \) in place of \( v_m(k) = v_m'(k') \) in its assumption part.

\(^{185}\)It is interesting that we call this principle Einstein’s SPR while it is due to Galileo Galilei (1632), cf. Taylor-Wheeler [257, Chap.II, first 5 pages] and/or Galileo [93]. The principle of relativity is not the novel part of the theory of relativity. The principle was formulated in 1632, what the (special) theory of relativity does is making Galileo’s principle consistent with the facts of physics discovered much later than Galileo’s time, e.g. with the laws of electrodynamics or with the outcome of the Michelson-Morley experiment, cf. Einstein [80, §§7.5]. (According to [80], general relativity generalizes (a suitably refined form of) this principle even further, to not necessarily inertial observers. To this end, among other things, Einstein had to refine the answer to the question of what statements count as laws of nature. The new principle is called General Principle of Relativity (GPR), cf. e.g. Einstein[p.66 and §28][Einst and Friedman[e.g. pp.6.379][F83].)

\(^{186}\)A large part of the literature uses the expression “law-like statement”, cf. e.g. Huoranski [136, Chap.II: ‘Laws of nature’ (e.g. p.66, line 8)], Cambridge Dictionary of Philosophy [35], Hempel-Oppenheim [119, §6]. We use the expressions “law-like statement” and “law-like formulas” as synonyms. (Cf. also “law-like generalization” in Cambridge Dictionary of Philosophy.) For more on law-like formulas i.e. potential laws of nature we refer to §4.1, p.131 and to AMN [18, §6.6.8, §6.1 and pp.777-778].
2.8.3 SYMMETRY AXIOMS AND EINSTEIN’S SPR

If \( m, k \in \text{Obs} \cap \text{Ib} \), then the same law-like statements are true for \( m \) and \( k \).

In the present work we adopt the convention that law-like statements are formulas in the language of \( \mathfrak{M} \).\(^{187}\) So, a law-like statement is a formula \( \varphi \). But, if we want to be able to formulate the claim that “\( \varphi \) is true for observer \( m \) iff it is true for observer \( k \)”\(^{188}\), then \( \varphi \) must have a free variable, say \( m \), of sort \( B \) (which can be evaluated to various observers). We indicate this by writing \( \varphi(m) \) for \( \varphi \).\(^ {189}\) Then the claim “law-like statement \( \varphi(m) \) is true for observer \( k \)” is formalizable as “\( \mathfrak{M} \models \varphi(k) \)”\(^ {189}\).

Now, we say that Einstein’s SPR holds in \( \mathfrak{M} \) if

\((*)\) Whenever a formula \( \varphi(m') \) in the language of \( \mathfrak{M} \) qualifies as a potential law of nature, and \( m, k \in \text{Obs} \), then \( \mathfrak{M} \models \varphi[m] \iff \mathfrak{M} \models \varphi[k] \).

The above formulation of \((*)\) is based on our assumption that a potential law of nature for \( \mathfrak{M} \), in other words a law-like statement about \( \mathfrak{M} \), is a formula \( \varphi \) in the language of \( \mathfrak{M} \) and moreover, it has exactly one free variable of sort \( B \). Such a law of nature \( \varphi \) is true in the reference frame of \( m \), or equivalently in the world-view of \( m \), if \( \mathfrak{M} \models \varphi[m] \). Which formulae are then potential laws of nature? This notion has not been formalized yet to a satisfactory way in the literature but there is an agreement that no individual names of observers can occur in a law of nature.\(^ {190}\) Thus, if for all law-like formulas \( \varphi(m') \) in the language of \( \mathfrak{M} \) with no free variables other than \( m' \) we have

\[ \mathfrak{M} \models \varphi[m] \iff \mathfrak{M} \models \varphi[k], \]

then we can conclude that the same potential laws of nature are true in the reference frames of \( m \) and \( k \). But the latter means that the laws of nature are the same in the reference frames of \( m \) and \( k \). If we postulate this for all \( m, k \in \text{Obs} \cap \text{Ib} \), we obtain exactly Principle (R) on p. 149 of Friedman [91] which in turn is the usual formulation of Einstein’s SPR (as is explained in Friedman [91, pp.150-153]).

We will write \( \mathfrak{M} \models \text{Einstein’s SPR} \) when \((*)\) above holds.

Let \( \mathfrak{M}, m \) denote the expansion of \( \mathfrak{M} \) with distinguished constant \( m \in \text{Obs} \).

The phrase “\( \mathfrak{M} \models \text{Einstein’s SPR} \)” does not have a definite meaning yet because we did not specify which formulas in the language of \( \mathfrak{M} \) count as law-like statements. But if

\((**)\) \( \text{Th}(\mathfrak{M}, m) = \text{Th}(\mathfrak{M}, k) \) for all \( m, k \in \text{Obs} \cap \text{Ib}, \)

\(^{187}\)We do not claim that all formulas of \( \mathfrak{M} \) are law-like statements, we only claim the other direction that “statements” are formulas (in the language of \( \mathfrak{M} \)). E.g. Hempel-Oppenheim [119] follows basically the same convention. The subject matter of law-like formulas or law-like statements, in basically the present spirit, has a quite extensive literature, cf. e.g. Goodman [104], Hempel [118], Nagel [199], besides the already quoted works, to mention only a few. Very roughly, the general schema is “law-like formulas” \( \subseteq \text{FF} \), or instead of \( \text{FF} \) one may use an expansion of the “language” \( \text{FF} \) (e.g. the language of \( \mathfrak{M} \)).

\(^{188}\)The symbols \( \varphi \) and \( \varphi(m) \) denote the same mathematical object, namely, the formula \( \varphi \); the only role of the “\( m \)” part is to emphasize that \( m \) is a free variable of \( \varphi \). Cf. the notation \( \mathfrak{M} \models \psi[m] \) on p.231 (in §4.3) herein or Chang-Keisler [60] for more on this notation.

\(^{189}\)If we are given \( \varphi(m) \) and \( k \in B^\mathfrak{M} \), then \( \mathfrak{M} \models \varphi[k] \) means that \( \varphi \) is true in \( \mathfrak{M} \) if the variable \( m \) is evaluated to the element \( k \). (Roughly, \( \varphi[k] \) is the “formula” obtained from \( \varphi(m) \) by substituting the element \( k \) of our model \( \mathfrak{M} \) into the place of the free variable \( m \) in \( \varphi(m) \).)

\(^{190}\)Cf. e.g. Hempel-Oppenheim [119] about the problem of characterizing law-like statements/formulas among all statements/formulas.
then we can be sure that Einstein’s SPR holds in \( \mathcal{M} \), in spite of the fact that we did not specify which formulas are law-like. In fact, \((**)\) corresponds to the choice that all formulas with one free variable of sort \( B \) in the language of \( \mathcal{M} \) count as law-like. Next we define a set \( SPR^+ \) of formulas in the frame language of \( \mathcal{M} \) such that \( SPR^+ \) expresses \((**)\), i.e. \( \mathcal{M} \models SPR^+ \) iff \((**)\) holds for \( \mathcal{M} \). Thus \( SPR^+ \) will be a very strong form of Einstein’s SPR.

**Definition 2.8.18** The subset \( SPR^+ \subseteq FF \) of our frame-language \( FF \) is defined as follows. Let \( m, k \) be distinct variables of sort \( B \).

\[
SPR^+ \overset{def}{=} \{ \text{Obs}(m) \land \text{Obs}(k) \rightarrow [\varphi(m) \leftrightarrow \varphi(k)] : \varphi(m) \in FF \text{ is a formula containing no free variables of sort } B \text{ or } G \text{ other than } m \}.
\]

We call \( SPR^+ \) the **strong version of Einstein’s SPR**. <

Perhaps more intuitively we could write

\[
SPR^+ \overset{def}{=} \{ \varphi(m, r_1, \ldots, r_\ell) \leftrightarrow \varphi(k, r_1, \ldots, r_\ell) : \varphi(m, \ldots, r_\ell) \text{ is a formula containing no free variables other than } m, r_1, \ldots, r_\ell, \text{ further } r_1, \ldots, r_\ell \text{ are of sort } F \text{ (or Quantities), while } m, k \text{ are of "sort" Obs} \}.
\]

Now, \( \mathcal{M} \models SPR^+ \) implies that \( \mathcal{M} \models \text{Einstein’s SPR} \), by what we wrote above. Intuitively,

\[
SPR^+ \models \text{Einstein’s SPR}.
\]

We will return to discussing law-like formulas and Einstein’s SPR in §4.1.

**Notation 2.8.19** \( Aut(\mathcal{M}) \) denotes the automorphism group of the model or structure \( \mathcal{M} \).\(^{192}\) Cf. also p. 146, Def. 4.2.3(II), Convention 4.2.4.

The following is a model theoretic or **algebraic characterization of \( SPR^+ \)**. The reader not familiar with the model theoretic/algebraic notions involved may safely skip the next result.

---

\(^{191}\) This is not as "crazy" as it may seem at first sight. A formula \( \varphi(m) \) in the language of \( \mathcal{M} \) containing exactly one free variable, \( m \), of sort \( B \) does satisfy the conditions of Cambridge Dictionary of Philosophy as well as Hempel’s conditions since it does not depend on *individual* parameters (unlike a formula \( \varphi(m, k) \)), nor does it contain an individual name (because there is no constant symbol of sort \( B \) in it). The reason why we allow constants of sort \( F \) in law-like formulas \( \varphi(m) \) is that unlike \( k \in B \), a "number" \( r \in F \) is not an individual physical entity but a result of mathematical abstraction. This is why in physical laws real numbers as "natural constants" (e.g. \( \pi \) or Plank distance in terms of radius of the hydrogen atom, or the speed of light \( c \)) are allowed to occur despite of the fact that individual names (like our Sun) are not. Cf. “Lawlike-generalization” in [35] or Hempel-Oppenheim [119]. All the same, to be on the safe side, we do not identify Einstein’s SPR with (**). Similarly, we do not claim that all formulas in the language of \( \mathcal{M} \) containing exactly one free variable of sort \( B \) are law-like. We note that the above choice of law-like formulas is not suitable as a basis of Einstein’s GPR because it allows too many law-like formulas. (But here, we are discussing SPR only.)

\(^{192}\) I.e. \( Aut(\mathcal{M}) \) consists of all the isomorphisms \( h : \mathcal{M} \rightarrow \mathcal{M} \) of \( \mathcal{M} \) onto \( \mathcal{M} \), c.f. e.g. Def. 4.2.3(II) p. 146, or AMN [18, p. 298] for the well-known notion of an isomorphism.
2.8.3 Symmetry Axioms and Einstein’s SPR

**Theorem 2.8.20** Let \( \mathcal{M} \) be a frame model. Then conditions (i), (ii) and (iii) below are equivalent.

(i) \( \mathcal{M} \models \text{SPR}^+ \).

(ii) There is an elementary extension \( \mathcal{M}^+ \) of \( \mathcal{M} \) such that \((\forall m,k \in \text{Obs}^{3R} \cap I^b^{3R}) (\exists h \in \text{Aut}(\mathcal{M}^+)) [h(m) = k \text{ and } h \upharpoonright F^{3R} \subseteq \text{Id}]_1^{193} \)

(iii) There is an ultrapower \( \mathcal{M}^+ \overset{\text{def}}{=} \mathcal{M} / F \) (for some \( I \) and ultrafilter \( F \)) of \( \mathcal{M} \) such that if \( \delta : \mathcal{M} \to \mathcal{M}^+ \) is the usual diagonal embedding induced by the ultrapower construction, then \((\forall m,k \in \text{Obs}^{3R} \cap I^b^{3R}) (\exists h \in \text{Aut}(\mathcal{M}^+)) [h(m) = k \text{ and } \delta \circ h \upharpoonright F = \delta \upharpoonright F] \).

**Proof:** Let \( \overline{\mathcal{M}} \) denote the expansion of \( \mathcal{M} \) with all the elements of \( F \) as distinguished constants denoting themselves. Clearly, \( \mathcal{M} \models \text{SPR}^+ \) iff \( \overline{\mathcal{M}} \models \text{SPR}^+ \). So we may work with \( \overline{\mathcal{M}} \) instead of \( \mathcal{M} \). Now, direction (iii) \( \Rightarrow \) (i) follows by Łos’ Lemma. Direction (i) \( \Rightarrow \) (iii) is based on an \( \omega \)-long iterated application of the Keisler-Shelah isomorphic ultrapowers theorem and is similar to analogous (Keisler-Shelah-based) proofs in Chapter 4 and in AMN [18], c.f. e.g. items 6.7.4-6.7.8 on pp. 1138-1140 of AMN [18]. The equivalence (iii) \( \Leftrightarrow \) (ii) can be proved by using results in Chang & Keisler [60]. To save space, we omit the details which are available from the author.

---

**Justification of using Ax(symm) as an instance of Einstein’s SPR**

The following symmetry axiom (Ax\( \Box 1 \)) is a more literal instance of Einstein’s SPR (Special Principle of Relativity) than our Ax(symm).

Ax\( \Box 1 \) \((\forall m,k,m' \in \text{Obs})(\exists k' \in \text{Obs}) f_{mk} = f_{m'k'} \).

Cf. the part beginning with p.350 of AMN [18] for more on Ax\( \Box 1 \) and its discussion, relationships etc. In Proposition 2.8.21 below, we will illustrate that the above considerations can shed some light on why we feel that Ax\( \Box 1 \) can be regarded as kind of an instance (in some sense) of Einstein’s SPR. In the proof we show that Ax\( \Box 1 \) can be interpreted as saying that a certain law-like statement holds for \( m \) iff it holds for \( k \).

**Proposition 2.8.21** Assume \( \mathcal{M} \) is such that all the \( f_{mk} \)'s are definable (with using members of \( F^{3R} \) as parameters) in the first-order-logic language\( ^{194} \) of \( \overline{\mathcal{M}} \).\( ^{195} \) Then,

\( \mathcal{M} \models \text{SPR}^+ \Rightarrow \mathcal{M} \models \text{Ax}(\Box 1) \).

**Proof:** Assume \( \mathcal{M} \models \text{SPR}^+ \). Let \( m,k,m' \in \text{Obs} \cap I^b \). Since \( f_{mk} \) is definable in \( \overline{\mathcal{M}} \), there is a formula \( \psi(p,q) \) in the language of \( \overline{\mathcal{M}} \) such that

\( (\forall p \in n^F) (f_{mk}(p) = q) \text{ iff } \overline{\mathcal{M}} \models \psi(p,q) \).

Then

\( (\overline{\mathcal{M}},m) \models (\exists k \in \text{Obs}) (\forall p,q \in n^F) [f_{mk}(p) = q \leftrightarrow \psi(p,q)] \).

---

\(^{193}\) i.e. \( h \) is the identity function on \( F^{3R} \).

\(^{194}\) This kind of definability is discussed in detail in \( \S 4.3 \).

\(^{195}\) For definability of all the \( f_{mk} \)'s it is enough (but not necessary) to assume that all the \( f_{mk} \)'s are affine transformations.
Let $\varphi(m)$ denote the formula $(\exists k \ldots q)$ on the right hand side of $\models$. It is a law of nature (in the sense belonging to $SPR^+$) in the reference frame of $m$. Hence $(\mathcal{M}, m') \models \varphi(m')$ must also hold by $SPR^+$. But in $\varphi(m')$ we may replace all occurrences of the bound variable $k$ by $k'$. This means that there is $k'$ such that $f_{m'k'} = f_{mk}$. This proves $\mathcal{M} \models \text{Ax}\Box 1$. 

In the form of Prop. 2.8.21 above we have seen a justification of using $\text{Ax}\Box 1$ as an instance of Einstein’s $SPR$. This in turn, by Thm. 2.8.22 below, justifies our using $\text{Ax}(\text{symm}_0)$ too as an instance of Einstein’s $SPR$.

**THEOREM 2.8.22** Basax + $A_\text{X}(\text{Triv}_t) + \text{Ax}(\sqrt{\cdot}) + \text{Ax}\Box 1 \models \text{Ax}(\text{symm}_0)$.

The proof for the case $n > 2$ is in AMN [18, Thm.3.9.31(i), p.380]. The proof for $n = 2$ is available from the author, cf. Madarász [168].

**COROLLARY 2.8.23** Assume $\mathcal{M}$ is such that all the $f_{mk}$’s are definable in the first-order-logic language of $\mathcal{M}$. Then

$$\mathcal{M} \models SPR^+ + \text{Basax} + \text{Ax}(\text{Triv}_t) + \text{Ax}(\sqrt{\cdot}) \Rightarrow \mathcal{M} \models \text{Ax}(\text{symm}_0).$$

**On the role of $\text{Ax}(\text{eqtime})$:** The reason why we use $\text{Ax}(\text{symm})$ instead of $\text{Ax}(\text{symm}_0)$ as an instance of Einstein’s $SPR$ is the following. $\text{Ax}(\text{symm}) = \text{Ax}(\text{symm}_0) + \text{Ax}(\text{eqtime})$. Assuming Basax, $\text{Ax}(\text{eqtime})$ excludes *only* the so-called “ants and elephants” situations in our relativistic models $\mathcal{M}$. The “ants and elephants” situation refers to the possibility of having $m, k \in \text{Obs}$ with $tr_m(k) = \ell$ such that $m$ thinks that $k$’s clocks do not tick with the right rate.\footnote{This has nothing to do with synchronism, instead this involves the “speed of time” (slow, fast etc). The intuitive content of $\text{Ax}(\text{eqtime})$ is about choosing our units of measurement. Namely, basically, it says that different observers choose the same units of measurement, in some sense. Cf. §2.8.4 on p.90.} So typically $m$ can be a small observer like an ant and $k$ a big observer like an elephant. While we do not want to exclude such situations “once and for all”, one feels that studying these situations can be done independently of relativity. Hence, when we assume a simplifying condition like Einstein’s $SPR$ then it seems reasonable to also exclude the (more or less irrelevant) complications caused by the “ants and elephants” arrangements.\footnote{Motivation for doing this from the literature comes soon.} We found that we can make the present work shorter if we use $\text{Ax}(\text{symm}_0)$ together with the other symmetry principle $\text{Ax}(\text{eqtime})$ unless something interesting can be gained by using $\text{Ax}(\text{symm}_0)$ by itself.

$\text{Ax}(\text{symm}_0)$ is not only an instance of Einstein’s $SPR$, but it is also a symmetry principle. $\text{Ax}(\text{eqtime})$ is another, relatively mild, symmetry principle. However, $\text{Ax}(\text{eqtime})$ does not seem to be an instance of Einstein’s $SPR$, as the following theorem indicates.

**THEOREM 2.8.24** There is a model $\mathcal{M} \models \text{Basax} + \text{Ax}(\text{Triv}_t) + \text{Ax}(\sqrt{\cdot}) + SPR^+$ such that in $\mathcal{M}$ the $f_{mk}$’s are definable, yet $\mathcal{M} \not\models \text{Ax}(\text{eqtime})$. Intuitively,

$$SPR^+ + \text{Basax} + \text{Ax}(\text{Triv}_t) + \text{Ax}(\sqrt{\cdot}) \not\models \text{Ax}(\text{eqtime}),$$

even if we assume that all the $f_{mk}$’s are definable. \footnote{This has nothing to do with synchronism, instead this involves the “speed of time” (slow, fast etc). The intuitive content of $\text{Ax}(\text{eqtime})$ is about choosing our units of measurement. Namely, basically, it says that different observers choose the same units of measurement, in some sense. Cf. §2.8.4 on p.90.}
2.8.3 SYMMETRY AXIOMS AND EINSTEIN’S SPR

(*) Baax + Ax(Triv) + Ax(√) + Einstein’s SPR \( \not\models \) Ax(eqtime).\(^{198}\)

In many of Einstein’s derivations, when he uses as axiom the constancy of speed of light together with SPR, he is basically using Baax + SPR (parts of Baax remain tacit in his formulation). In such derivations Einstein uses Ax(eqtime) as a *tacit assumption*.\(^{199}\) This is an extra reason for us to add Ax(eqtime) as an *explicit* assumption to Ax(symm).\(^{200}\)

In this connection, we also note the following. Taylor and Wheeler [257] at the end of §1.4 (around Figure 12) mention a symmetry principle which we formalized as Ax△3 in AMN [18, §3.9.6 (“Further ideas”) on p. 406]. Intuitively, Ax△3 says that meter-rods orthogonal to the direction of movement do not shrink or grow.\(^{201}\) To save space, we refer the reader to AMN [18, §3.9.6] for the formal presentation of Ax△3. Taylor and Wheeler mention Ax△3 in connection with Einstein’s SPR. (Cf. Remark 2.8.26 below.) We prove in AMN [19] that, under reasonable conditions, Ax(eqtime) and Ax△3 are equivalent, namely,

(**) Baax + Ax(Triv) + Ax(√) + Ax(symm) \models (Ax(eqtime) \iff Ax△3),

if \( n > 2 \). Therefore by Cor.2.8.23 and Thm.2.8.24 we have

(***) Baax + Ax(Triv) + Ax(√) + Einstein’s SPR \( \not\models \) Ax△3.

This together with Taylor and Wheeler [257, §1.4] also adds motivation to our including Ax(eqtime) into Ax(symm).

Finally, we turn to the connection between Einstein’s SPR and existence of faster than light observers.

**THEOREM 2.8.25**

(i) Baax(2)+ Einstein’s SPR is consistent with the existence of FTL observers. Moreover,

(ii) Baax(2) + SPR+ + Ax(√) + Ax(Triv) + Ax(□1) + Ax(symm) \( \not\models \) FTL observers.

**Proof:** The proof goes by checking that the model \( \mathcal{M} \) constructed in the proof of Thm. 3.9.8(iii) on p. 352 in AMN [18] satisfies SPR+ too. Since \( \mathcal{M} \) contains FTL observers, we are done. \( \blacksquare \)

**Remark 2.8.26** The above result is in contrast with an argument of Einstein (from 1916) in Einstein [80], where from SPR and the constancy of speed of light he derives, *without* using the assumption \( n > 2 \), that no body can move FTL. In our opinion, the reason for this unjustified conclusion was that on pp.126-127 Einstein seems to conclude from SPR that \( m \) sees \( k \) the same way as \( k \) sees \( m \), i.e. roughly \( f_{mk} = f_{km} \) (in standard configuration). (He uses letters \( K \) and \( K' \)

\(^{198}\) Of course, (*) holds only in the presently chosen framework of “pure relativity theory”. If the size of a hydrogen atom or e.g. the Planck length would be expressible in our frame language (cf. p. 6 or the Index), then the strength of Einstein’s SPR could increase and Ax(eqtime) could become derivable from SPR+. This is possible because SPR is not a single formula but a *schema* of formulas (c.f. §2.8.4 below), hence if we have a richer language, then SPR involves these richer formulas, too. For more on this see §2.8.4.

\(^{199}\) Examples are his derivation of Lorentz transformations in Einstein [80, Appendix], and e.g. [79].

\(^{200}\) Recall that one of the purposes of applying mathematical logic to relativity is to replace tacit (i.e. implicit) assumptions by explicit axioms. In other words, it is to make tacit assumptions explicit (so that even the “non-initiated” can securely follow what is going on and exactly why). Cf. [18, §1.1] and Matesca [187].

\(^{201}\) E.g. if \( m \) and \( k \) are in standard configuration (\( k \) moving in direction \( \mathbf{x} \)), then meter-rods of \( k \) parallel with the \( \mathbf{j} \) axis of \( k \) are of the same length when observed by \( m \) and \( k \). Cf. Cor.2.8.12.
for what we denote by \( m \) and \( k \). But this does not follow from SPR because the statement that John \((=m)\) sees Mary \((=k)\) in a certain way (i.e., as described by a fixed function \( f_{mk} \)), from the point of view of John, is not a law-like statement. To see this more clearly, let us observe that this statement is of the form "\( m \) sees Mary as described by \( f \)", where \( m \) is a free variable. Now, e.g., Hempel-Oppenheim [119] write that individual names like Mary should not occur in law-like statements. (Many authors agree with this, cf. e.g., the recent paper Hintikka-Halonen [128, §7, in particular e.g., item (2) on p.649].) So, the law-like statement that remains from the above is "for \( m \) there is \( k' \) such that \( m \) sees \( k' \) moving as described by the function \( f' \)." But this formula is of the pattern of our \( \text{Ax}\Box 1 \) and does not imply "\( m \) and \( k \) are in standard configuration and \( f_{mk}(\overline{0}) = \overline{0} \) \( \Rightarrow f_{mk} = f_{km} \)" which seems to be the pattern [80] uses on pp.126-127. To see that [80] does not use \( n > 2 \) in this particular argument, we note that on pp.124-127 \( n \) is not mentioned and only coordinates \( x \) and \( t \) are mentioned, no mention is made of \( y \) or \( z \). But the Lorentz-transform (item (8) on p.128) is immediate by what is on p.127. Actually, after having derived (8a) on p.128, Einstein explicitly writes that next he generalizes the result to the case where coordinates \( y \) and \( z \) are also taken into account. A similar remark applies to the derivation of \( \text{Ax}\Box 3 \) from SPR + tacit assumptions in [257, p.37 in the Hungarian edition].

In connection with the above we mention that in §3 we prove that there are no faster than light observers if \( n > 2 \) and if we assume some very mild conditions (see Thm.3.2.13). It is interesting to note that our conditions involve no instance of Einstein’s SPR and no version of the constancy of the speed of light.

\[ \]  

2.8.4 Is \( \text{Ax(symm)} \) objective or subjective?

Instead of \( \text{Ax(symm)} \) let us discuss its corollary \( \text{Ax(syt}_0\text{o}) \) formulated below, because this simplifies the discussion. However, the whole discussion extends to \( \text{Ax(symm)} \) too.

\[
\text{Ax(syt}_0\text{o}) \quad (\forall m, k \in \text{Obs}) \ [f_{mk}(\overline{0}) = \overline{0} \Rightarrow |f_{mk}(1t)_{1t}| = |f_{km}(1t)_{1t}|].
\]

That is, "as I see your clocks slowing down (as a consequence of your motion relative to me) so will you see my clocks slowing down (as a consequence of my motion relative to you)."

Meditating over the meaning of \( \text{Ax(syt}_0\text{o}) \) leads to the following question. \( \text{Ax(syt}_0\text{o}) \) can be made true (or false) by choosing the units of measurement \( k \) uses. (The same applies to \( \text{Ax(symm)} \)). But choosing units of measurement is something subjective. Assume that \( m \) lives on the Earth while \( k \) lives in a spaceship from another galaxy. They can see each other all right, but how can they compare their meter-rods (or their clocks), i.e., how do they agree on using the same units of measurement. Suppose, they are in radio communication. If they cannot compare their units of measurement via radio communication, perhaps there is no thought-experiment for them to check whether \( \text{Ax(syt}_0\text{o}) \) is true, which could render this axiom either meaningless or to be a matter of agreement for convenience. In other words, \( \text{Ax(syt}_0\text{o}) \) would become kind of subjective (i.e., something that does not say too much about what the world is really like, but instead it is about how we choose to describe the world).

The following intuitive argument says that this danger is not present i.e., that \( \text{Ax(syt}_0\text{o}) \) and \( \text{Ax(symm)} \) are objective, i.e., they are checkable by some thought experiment. This goes as follows. Electrons and hydrogen atoms are the same in all parts of our Universe, according
to the best of our knowledge. Observers \( m \) and \( k \) can agree through their radio contact that they will use the hydrogen atom for defining their units of measurement (both for space and for time). I.e., they can agree to use the same units of measurement. After this, it is only a matter of patience to work out a thought experiment for checking whether \( \text{Ax} (\text{symm}) \) holds for \( m \) and \( k \). A similar argument applies to \( \text{Ax} (\text{symm}) \) in place of \( \text{Ax} (\text{symm}) \). Therefore, we can conclude that \( \text{Ax} (\text{symm}) \) and \( \text{Ax} (\text{symm}) \) are meaningful (objective) axioms about what the world is like (and not only “linguistic toys” like, say, absolute time).

The above considerations (using hydrogen atoms for matching units of measurement) come up in Chapter 4 of AMN [18] where we look into axiom systems weaker than \( \text{Basax} \) and the question comes up whether the difference between the weak system and \( \text{Basax} \) is testable by thought experiments (i.e. objective) or not.

2.8.5 The twin paradox

The twin paradox (TwP) was formulated on p.13. However, that formulation cannot be used in \( \text{Basax} \) because it uses non-inertial (i.e. accelerated) observers. Below we will introduce a variant of (TwP) in which we will simulate an accelerated observer by several inertial ones. To formulate (our present version of) the twin paradox, we will need the binary relation \( SL \) of being slower than light between observers to be recalled from AMN [18, Thm.2.7.2]. Let \( \mathfrak{M} \) be a frame model and \( m, k \in \text{Obs}^\mathfrak{M} \).

Intuitively, \( m SL k \) intends to mean that \( m \) thinks that \( k \) is moving more slowly than light (relative to \( m \), of course). (E.g. in the case of the \( \text{Basax} \) model \( \mathfrak{M}_1^\mathfrak{M} \) with FTL observers, on p.50, \( SL \) is an equivalence relation on \( \text{Obs}^\mathfrak{M} \) with exactly two equivalence classes.)

At the present point of this work, we could use the following simple potential definition (*) for \( SL \), because we are assuming \( \text{Basax} \) (hence \( \text{AxE} \)).

\[ (*) \quad m SL k \iff v_m(k) < 1. \]

This definition would work because at this point we are assuming \( \text{AxE} \), and \( \text{AxE} \) postulates that the speed of light is 1 (for every observer, in every direction). However, in Chapter 3 we will start to study more flexible, more general axiom systems (i.e. theories) than \( \text{Basax} \). In these, \( \text{AxE} \) in its present form will not always be assumed, hence we need a more subtle definition of \( SL \) than (*) above.

Intuitively, our definition will say that \( m SL k \) holds iff \( m \) sees no photon \( ph \) moving forwards in the same direction as \( k \) does such that \( v_m(ph) \leq v_m(k) \) would be the case. Formally:

\[ m SL k \overset{\text{def}}{=} (\forall ph \in Ph) \]

\[ \left[ \text{if } \vec{v}_m(k) \text{ and } \vec{v}_m(ph) \text{ are vectors pointing in the same direction, then } \right. \]

\[ \left. \vec{v}_m(k) \text{is shorter than } \vec{v}_m(ph) \right], \]

\[ 202 \text{ At this point we acknowledge that we brought a new axiom into our picture of the world. But we think that should be all right as far as one acknowledges it. (I.e. what we are saying about } \text{Ax} (\text{symm}) \text{ is not based on pure logic only.) In this connection cf. also Feynman [86, p.90 ("Symmetry in physical law") ] and Galilei [93].} \]

\[ 203 \text{ in which for different observers the speed of light might be different } \]

\[ 204 \text{ In reality this is only an “approximation” of the original paradox, and this is called “clock paradox” in d’Inverno [73] p.24.} \]

\[ 205 \text{ The complete formalization of the above definition needs some case distinctions (and some common sense),} \]
In Theorems 2.7.2 and 3.4.1 (pp.110, 203) of AMN [18] we saw that STL is an equivalence relation on the set of observers $\text{Obs}$ (assuming $\text{Basax} + \text{Ax}(\sqrt{\cdot})$).

Let us turn to formulating our present version of the twin paradox. Although the formula below might look long at first sight, its intuitive content is simple cf. Figure 42. The key idea is the following. Originally in $(\text{Twp})$ we had two twin brothers $m$ and $k$. Of these, $m$ was inertial while $k$ was accelerated. As we already said, since now (in the present section) we do not have accelerated observers, we will have to simulate (or approximate) brother (i.e. observer) $k$ by two “auxiliary” inertial observers $k_1$ and $k_2$.

We will return to discussing the role of STL in $\text{Ax}(\text{Twp})$, soon.

It is easier to digest the rather simple and natural meaning of $\text{Ax}(\text{Twp})$ below if one looks first at Figure 42. (We were careful to use the same letters in the figure and in the formula below.)

$\text{Ax}(\text{Twp})$ $(\forall m, k_1, k_2 \in \text{Obs}) (\forall p, q, r \in \mathbb{F})$

$\left( [m \text{ STL } k_1 \quad \land \quad m \text{ STL } k_2 \quad \land \quad p_t < q_t < r_t \quad \land \right.$

$\left. \{p\} = tr_m(m) \cap tr_m(k_1) \quad \land \quad \{q\} = tr_m(k_1) \cap tr_m(k_2) \quad \land \quad \{r\} = tr_m(k_1) \cap tr_m(k_2) \right] \Rightarrow$

$\quad |p_t - r_t| > |f_{mk_1}(p)_t - f_{mk_1}(q)_t| + |f_{mk_2}(q)_t - f_{mk_2}(r)_t|,$

see Figure 42.

THEOREM 2.8.27 $(\text{Basax} + \text{Ax(symm)} + \text{Ax}(\sqrt{\cdot})) \vdash \text{Ax}(\text{Twp})$.  

The condition “STL” can be replaced in $\text{Ax}(\text{Twp})$ by the following perhaps more natural condition: All three observers $m, k_1, k_2$ think that event $w_m(q)$ was “temporally between” events $w_m(p)$ and $w_m(r)$. We leave the complete formalization of this version of $\text{Ax}(\text{Twp})$ to the reader. For more on the role of “STL” in $\text{Ax}(\text{Twp})$ we refer to AMN [18, Remark 2.8.19 (p.140)].

Figure 42 shows how the inertial brother, $m$, observes his accelerated twin brother, $k$. Let us see how the accelerated brother, $k$, observes his inertial twin brother, $m$. Below (and when looking at Figures 42-47) it is important to keep in mind that “$m$ observes $k$” means that $m$ represents $k$’s life-line in $m$’s coordinate system. Hence “observing” means “coordinatizing” and not visually seeing via photons. Hence “observing” does not involve any visual effect like the doppler effect. As we said before, this convention applies throughout the present work.

As a contrast to Thm.2.8.27 we note that the converse of Thm.2.8.27 is not true. Namely,

THEOREM 2.8.28 $\text{Basax} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{Twp}) \not\vdash \text{Ax(symm)}$.  

In Chapter 4 of AMN [18] we consider $\text{Ax}(\text{Twp})$ as a symmetry principle. In this context the above results can be interpreted as saying that $\text{Ax(symm)}$ is a strictly stronger symmetry principle than $\text{Ax}(\text{Twp})$, in some sense.

because in the formal definition of the vectors $\vec{v}_m(k)$ we represented the infinitely long vectors in a different spirit than the finite ones (cf. pp.19-20 for $v_m(k)$ and $\vec{v}_m(k)$). An equivalent definition of $m$ STL $k$ says that $(\forall \phi \in \text{Ph})[\text{If $m$ sees both $k$ and $\phi$ moving forwards in the same direction, then $v_m(k) < v_m(\phi)$}],$ where the formalizations of the expressions (like “direction” etc) used in this formulation are found in Chapter 3, Def.3.2.4 (p.108) herein. Cf. also the definition of STL in AMN [18, p.460].

Else: we did not check how many of our axioms are needed for proving that STL is an equivalence relation on $\text{Obs}$, but we note that $\text{Basax} + \text{Ax}(\sqrt{\cdot})$ is sufficient for this.

This is a result of Gergely Székely (ELTE University), solving a problem posed by Judit Madaras. Cf. Székely [246].
This is what we approximate: \[ |p_t - r_t| > |f_{mk_1}(p)_t - f_{mk_1}(q)_t| + |f_{mk_2}(q)_t - f_{mk_2}(r)_t| \]

Figure 42: Twin paradox. (In this figure we choose the speed of light to be 2 instead of 1 for better representation of the effects we want to illustrate.) The slanted lines in the left-hand picture represent simultaneities of observer \( k \).

In \textbf{Ax(TwP)} we approximated \( k \) by two inertial observers, \( k_1 \) and \( k_2 \). We can imagine that \( k \) travels with \( k_1 \) until \( k_1 \) meets \( k_2 \), when \( k \) "jumps over" to \( k_2 \)'s spaceship. We then put together \( k \)'s world-view from \( k_1 \)'s and \( k_2 \)'s such that \( k \)'s world-view agrees with \( k_1 \)'s world-view until they meet \( k_2 \), and from that time on \( k \)'s world-view agrees with \( k_2 \)'s world-view. We also assume that the clocks of \( k_1 \) and \( k_2 \) are such that they show the same time at their encounter (i.e. we assume that \( f_{mk_1}(q) = f_{mk_2}(q) \) where \( \{ q \} = tr_m(k_1) \cap tr_m(k_2) \) ).

From now on we assume \textbf{Basax + Ax(symm) + Ax(\sqrt{\cdot})}. We will use properties of the world-view transformations in models of \textbf{Basax + Ax(symm) + Ax(\sqrt{\cdot})} that we proved in this section, see e.g. Theorems 2.8.7–2.8.8.

Figure 43 shows how \( k \) observes \( m \) when \( k \) is approximated by \( k_1 \) and \( k_2 \) as in Figure 42. Recall that in Figure 42, \( \vec{v}_m(k_1) = -\vec{v}_m(k_2) \) and \( k_1 \) and \( k_2 \) meet at \( q \), i.e. \( tr_m(k_1) \cap tr_m(k_2) = \{ q \} \), and \( p = 0 \). I.e., according to Figure 42, \( m \) observes \( k \) receding with speed \( v \) until time \( q_t \), when \( k \) turns back and begins to approach with the same speed \( v \). As illustrated in Figure 43, \( k \) will observe \( m \) to recede with the \textit{same} speed \( v \) until time \( f_{mk_1}(q)_t \), when \( m \) turns back (as observed by \( k \)) and begins to approach with speed \( v \). This is very similar to how \( m \) observes \( k \), except that \( m \), as observed by \( k \), turns back sooner than \( k \) does so as observed by \( m \), because by paradigmatic effect (I) (moving clocks slow down) we have that \( f_{mk_1}(q)_t < q_t \). I.e., \( m \) needs less time for the journey as \( k \) observes it than \( k \) needs for the journey as \( m \) observes it (this is the twin paradox). This also implies that the \textit{distance} \( m \) covered according to \( k \) is \textit{less than}
the distance $k$ covered according to $m$.

![Diagram]

This is how $m$ sees $k$ when $k$ is approximated by $k_1$ and $k_2$.

This is how $k$ sees $m$ when $k$ is approximated by $k_1$ and $k_2$.

Figure 43: Twin paradox approximated by two inertial observers of the same speed.

Let us analyze further (from a different point of view) how $k$ observes $m$. Assume that when $k$ departs, $m$ is standing there waving goodbye, then goes home, has breakfast, and then comes back to the departing spot again to meet his brother $k$. Now, $k$ will observe $m$ waving goodbye and starting to go home in slow motion (i.e. all of $m$'s processes are slower than usual), then before $m$ reached home, according to $k$’s world-view, suddenly he is already coming back again (in slow motion) to meet him at the departing spot. In turn, $m$ will observe his twin brother in slow motion all the time, and he will observe all events that happened to $k$ on his journey.

In more technical terminology, using Figures 42 and 43: $\epsilon_0 = w_m(\bar{0})$ is the event of $k$’s departing, and $w_m(q)$ is the event of $k$’s turning back on his journey. Let event $\epsilon_1$ in $m$’s life be simultaneous with $w_m(q)$ according to $k_1$ (i.e. $m \in \epsilon_1$ and $f_{m,k_1}(q) = w_{k_1}^{-1}(\epsilon_1) \cap t$). See Figure 43. Similarly, let event $\epsilon_2$ in $m$’s life be simultaneous with $w_m(q)$ according to $k_2$. We can see that $\epsilon_2$ happens much later in $m$’s life than $\epsilon_1$ and that $k$ does not observe the events in $m$’s life that happen between $\epsilon_1$ and $\epsilon_2$. In our story, $\epsilon_1$ is an event in $m$’s life when he is on his way home after waving goodbye to his twin, and $\epsilon_2$ is an event in $m$’s life when he is already on his way back to meet his twin brother upon his return. $k$ observes $m$ in slow motion because $k$ observes that $m$’s clock slows down, and so for $k$ more time passes between the events $\epsilon_0$ and $\epsilon_1$ than for $m$.\(^{207}\)

On the other hand, as we said, $m$ will observe his twin brother in slow motion all the time, and he will observe all events that happened to $k$ on his journey. What is the reason for this strong asymmetry between the twins? The reason is that $m$ is an inertial observer while $k$

\(^{207}\) This is one of our paradigmatic effects, the $\text{Ax(syvm)}$ version of “moving clocks slow down”, cf. Thm. 2.8.7.
is not; k’s world-view is put together from the world-views of two different inertial observers, and at the “pasting point” (i.e. at the event when k turns back) there are strange effects, e.g. a large part of m’s life-line gets “cut out” (k observes m suddenly at a much later point in m’s life). As a side-effect of approximating k by only two inertial observers, “at point q” k experiences infinite acceleration (which in turn naturally causes funny effects). Soon we will approximate k by more and more inertial observers. Then the “irrelevant” parts of the funny effects will gradually fade away while the “relevant” parts of the effects will stay with us (cf. e.g. Figure 46).

If we approximate k by two inertial observers differently than in Figure 42, e.g. if k comes back more slowly than he was traveling outwards, k will observe m at the turning point suddenly placed at a bigger distance, as in Figure 44. But if k₁ and k₂ have the same speed, this “instantaneous displacement” will not occur.

Figure 44: Twin paradox approximated by two inertial observers of different speeds.

Let us see what the above scenario looks like if we refine our approximation of the accelerated twin, i.e. if we approximate the accelerated twin by more and more inertial observers. From now on we assume that the life-line of k is symmetric in the sense that his motion outwards is exactly of the same kind as his motion inwards, i.e. k’s life-line is symmetric w.r.t. the horizontal line containing q. Further, we assume that both m’s and k’s clocks show 0 at the turning point of k’s life-line.\(^\text{208}\) Also, for simplicity, we assume \(\mathfrak{F} = \mathfrak{R}\).

Figure 45 shows m’s and k’s world-views when k is approximated by three inertial observers, and when k is approximated by five inertial observers. We can see that as we approximate k by more and more inertial observers, the intervals in m’s life-line that k will not observe become shorter and shorter, and eventually k will observe all events in m’s life-line. Similarly, m’s life-line will eventually become a continuous curve as k observes it (i.e. the displacements at the “pasting points” will eventually disappear).\(^\text{209}\) (The word “eventually” here means “at the limit of this approximating process”. We approximate in a way that the difference of speeds of the consecutive inertial observers approaches 0 and we choose the “pasting points” appropriately.)

Figure 46 shows the “limit” of this approximating process. We concentrated on “smoothing out” the turning point in k’s life-line, and we disregarded the initial and last segment of k’s

\(^{208}\) In order to get simpler drawings

\(^{209}\) This is so because the extent of the paradigmatic effects increases with speed, they do not occur at speed 0, and the extent they occur to continuously depends on speed of movement. See Theorem 2.9.6 in §2.9.
The traveling twin as approximated by three inertial observers

This is how \( m \) sees \( k \)

This is how \( k \) sees \( m \)

The traveling twin as approximated by five inertial observers

Figure 45: The twin paradox approximated by more and more inertial observers.
acceleration and deceleration (cf. the left-hand side of Figure 42).\textsuperscript{210} Thus \( k \) goes outwards with constant speed \( v \) for a certain amount of time, then gradually (smoothly) he decelerates until he is momentarily at rest with respect to \( m \), then he continues decelerating which means that he turns back and begins to gain speed\textsuperscript{211} until he attains speed \( v \) again, and then he stops decelerating and approaches \( m \) with constant speed \( v \) until he reaches \( m \). Cf. the left-hand side of Figure 46. This is how \( m \) observes \( k \). Let us turn to how the accelerated twin \( k \) observes his inertial brother \( m \). In Figure 46 we can see that \( k \) observes \( m \) first receding with constant speed \( v \), then \( m \) accelerates (increases (!) his speed), then \( m \) begins to decelerate till \( m \) is momentarily at rest w.r.t. \( k \), and then \( m \) reverses this process. Thus the two life-lines are not alike: \( k \)’s life-line, as observed by \( m \), is “convex” in the sense that \( k \)’s movement is uniform, it keeps decelerating. At the same time, \( m \)’s life-line as \( k \) observes it is both “convex and concave”. This has to be so because of the following: \( tr_m(k) \) and \( tr_k(m) \) are both continuous (because in physics all movements are continuous), their initial and last segments are straight and parallel (because \( v_m(k) = v_k(m) \) in the inertial parts of the journey), these segments are closer in \( m \)’s life-line than in \( k \)’s one (because for \( k \) less time has passed between departing and meeting, i.e. between \( e_0 \) and \( e_3 \), than for \( m \)), while the “width” of both life-lines are the same (because at the turning point \( k \) and \( m \) are at rest with respect to each other, so they see each other being at the same spatial distance). See Figure 46.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure46.png}
\caption{The inertial brother’s life-line is different from that of the accelerated one.}
\end{figure}

\textsuperscript{210}For formulating and discussing the Twin Paradox, we do not need to assume that before event \( e_0 \) (or after \( e_3 \)) the two twins \( k \) and \( m \) are at relative rest. Instead, we may assume that they simply meet at \( e_0 \) (moving with relative speed \( v \)). This way we can get rid of the initial (and final) acceleration without losing anything essential. The acceleration “around” \( q \), however, is essential, it cannot be “argued away” in the just used spirit.

\textsuperscript{211}This is so because \( k \)’s velocity changes gradually from \( \vec{v} \) to \( -\vec{v} \). So in terms of velocity, \( k \)’s velocity is constantly decreasing. In terms of speed, this implies losing speed gradually from \( v \) to 0, and then gaining speed gradually from 0 to \( v \) again.
We will return to the twin paradox in the chapter on accelerated observers of AMN [19] and in [26], where we will begin to study gravity, too. Jumping ahead for a short while, let us see how \( k \) will “explain” \( m \)'s strange movement (life-line) by using his knowledge about gravity. This explanation serves also to explain how the “laws of physics” can be the same for \( m \) and for \( k \) despite of the fact that each observes his brother as behaving rather differently. The reader does not have to understand the explanation which comes below, since it uses (i) Einstein’s equivalence principle (of acceleration and gravity) and some of the effects of gravity which we will prove in the chapter on accelerated observers of AMN [19], [26], namely, that (ii) gravity causes clocks to run slow relative to clocks far away from the “source of” gravity, and (iii) in some sense gravity does not affect processes which take place sufficiently far away from the source of gravity. Therefore we advise the reader to read the explanation below as a “fairy tale” (which, in turn, will become easily understandable after studying the basic parts of the theory of accelerated observers in AMN [19], [26]).

The accelerated brother \( k \) thinks that he is at rest and \( m \) is moving away from him with speed \( v \). When \( m \) is already at a distance, a gravitational field appears in \( k \)'s world-view where \( k \) stands. To remain motionless despite of this strange gravitational field (which appeared “out of nowhere” so to speak), \( k \) starts up the engine of his spaceship to balance the effect of gravity. (In contrast, \( m \) thinks that \( k \) started his engines in order to decelerate.) This gravity slows down \( k \)'s clock, and this explains why, for \( k \), \( m \) appears to accelerate when gravity appears. See Figure 47. After a while, since this gravity “pulls” \( m \) towards \( k \), \( m \) begins to decelerate till it comes to a momentary rest w.r.t. \( k \), then turns back and begins to “fall back” towards \( k \) with increasing speed. When gravity disappears (then \( k \) stops the engine in order to stay motionless), \( m \) first slows down\(^{212} \), then reaches speed \( v \) and continues to approach \( k \) with constant speed \( v \). (In passing we note that the reader might have the impression that for \( k \) sometimes \( m \) moves faster than light. However, this is not the case, because as a side-effect of gravity in \( k \)'s coordinate system, at places far away from \( k \) the speed of light becomes greater than usual. This will be seen in the chapter on accelerated observers.)

In the above we used the expression “\( k \) observes” in place of the expression “\( k \) sees”, because we wanted to emphasize that we meant everything according to \( k \)'s coordinate system, and not according to how \( k \) actually “sees” via photons. Let us briefly turn to the visual effects, i.e. let us see how \( m \) and \( k \) visually see the journey via photons. See Figure 48. Again, we will find that the two brothers see the journey differently. The inertial brother will see \( k \) such that \( k \) travels outwards (with clocks slowed down) for a long time and then he approaches (with fast running clocks) for a very short time. On the other hand, \( k \) will see that his inertial brother \( m \) travels outwards (with slow clocks) for about the first half of the time needed for the whole experiment (i.e. until event \( w_m(q) \) which is when \( m \) thinks that \( k \) turns around), and from that time on \( m \) approaches (with fast clocks). Thus for \( k \), \( m \)'s outwards and inwards parts of the journey (as \( k \) sees via photons) lasted approximately for the same time, while \( m \) will see (via photons) that \( k \)'s journey outwards lasted much longer than \( k \)'s journey backwards. If \( k \) decelerates only for a short time around its turning point, then this difference of ratio of outward and inward trips as \( k \) and \( m \) see them via photons will remain.

\(^{212}\)because of the already mentioned effect of gravity on \( k \)'s clocks
k knows that his clock slows down in the interval of “acceleration” (i.e. in the time interval around \( t = 0 \))

the same drawing (as on the left) but taking the readings of k’s clock seriously

Figure 47: When \( k \) starts up his engine, \( k \)'s clock slows down, and thus \( m \)'s movement seems to speed up (\( m \) seems to accelerate).
2.8.5 Our central axiom system \textit{Specrel}.

We conclude this part with introducing one of our central axiom systems for special relativity. Theorem 2.9.6 in §2.9 (p.104) states that the world-view transformations in models of \textit{Basax+A}\textit{x(symm)} are all so-called Poincaré transformations, i.e. world-view transformations that occur in the standard models of special relativity. Thus, in models of \textit{Basax+A}\textit{x(symm)} all the usual formulas for coordinate-transformations, used in the physics books, are valid. Therefore, models of \textit{Basax+A}\textit{x(symm)} are very close to the standard Minkowskian models. In proofs we will often need the auxiliary axioms \textit{A}x\textit{(Triv)} and \textit{A}x\textit{(||)}. Though \textit{A}x\textit{(||)} follows from \textit{Basax+A}\textit{x(symm)}, for later weaker versions of \textit{Basax} this will not be so, e.g. \textit{Bax+A}\textit{x(symm)} \neq \textit{A}x\textit{(||)}, here \textit{Bax} is an axiom system introduced in §3. Therefore we define one of our stronger kind\textsuperscript{213} of special relativity theories as follows.

\textbf{Definition 2.8.29}

\[
\textit{Ax(symm)}^\dagger \overset{\text{def}}{=} \textit{Ax(symm)} + \textit{Ax(Triv)} + \textit{Ax(||)}
\]

\[
\textit{Specrel} \overset{\text{def}}{=} \textit{Basax + Ax(symm)}^\dagger.
\]

\textit{Specrel} is a first-order-logic theory of special relativity that is basically equivalent to the standard version of special relativity theory. The only omissions (missing from \textit{Specrel}) are some auxiliary axioms that we almost never use, see the definitions of \textit{BaCo} and\textsuperscript{214} Minkowski model in AMN [18, §3.8, pp.298,331]. For more on this see AMN [18, §3.8].

\textsuperscript{213}As indicated in the introduction, in the present work we will have stronger axiomatic versions as well as weaker axiomatic versions of (special) relativity. At each point, we will choose between the stronger and weaker versions depending on our purposes at that point, cf. e.g. items II, III, V in §1.1 of AMN [18].

\textsuperscript{214}\textit{BaCo} is a complete axiomatization of (what we consider as) usual special relativity, see Chapter 3 herein, and AMN [18].
2.9 Connections with standard Lorentz and Poincaré transformations

In order to compare our results with the literature, we recall some standard concepts from the literature.

**Definition 2.9.1** Assume $\mathfrak{F} = \langle \mathbb{F}, \leq \rangle$ is an ordered field and $n \geq 2$.

1. $\text{Linb} = \text{Linb}(n, \mathfrak{F})$ denotes the set of bijective linear transformations of $^n\mathbb{F}$.

2. Let $p \in {^n\mathbb{F}}$. Then $\tau_p : {^n\mathbb{F}} \rightarrow {^n\mathbb{F}}$ denotes the translation by vector $p$, defined as follows:
   \[
   \tau_p \overset{\text{def}}{=} \{ q + p : q \in {^n\mathbb{F}} \}.
   \]
   $\text{Tran} = \text{Tran}(n, \mathfrak{F})$ denotes the set of translations of $^n\mathbb{F}$, i.e.
   \[
   \text{Tran} \overset{\text{def}}{=} \{ \tau_p : p \in {^n\mathbb{F}} \}.
   \]

3. A function $f : {^n\mathbb{F}} \rightarrow {^n\mathbb{F}}$ is called an affine transformation of $^n\mathbb{F}$ iff it is a composition of a bijective linear transformation and a translation, i.e.
   $f = g \circ \tau_p$, for some $g \in \text{Linb}(n, \mathfrak{F})$ and $p \in {^n\mathbb{F}}$.
   $\text{Affr} = \text{Affr}(n, \mathfrak{F})$ denotes the set of affine transformations of $^n\mathbb{F}$.

4. Let $p, q \in {^n\mathbb{F}}$. Then the square of their Minkowski-distance $g^2_{\mu}(p, q)$ is defined as follows:
   \[
   g^2_{\mu}(p, q) \overset{\text{def}}{=} \left| (q_{\mu} - p_{\mu})^2 - \left( \sum_{0 < i < n} (q_i - p_i)^2 \right) \right|.
   \]
   We note that $g^2_{\mu} : {^n\mathbb{F}} \times {^n\mathbb{F}} \rightarrow F$.

5. By a Lorentz transformation of $^n\mathbb{F}$ we understand $f \in \text{Linb}$ such that $f$ preserves the square of Minkowski-distance, that is,
   \[
   (\forall p, q \in {^n\mathbb{F}}) \quad g^2_{\mu}(p, q) = g^2_{\mu}(f(p), f(q)).
   \]
   $\text{Lor} = \text{Lor}(n, \mathfrak{F})$ denotes the set of Lorentz transformations of $^n\mathbb{F}$.

6. By a standard Lorentz transformation\(^{215}\) we understand a Lorentz transformation $f$ such that
   \[
   f[\vec{t}], f[\vec{x}] \subseteq \text{Plane}(\vec{t}, \vec{x}) \quad \text{and} \quad (\forall 1 < i < n) f(1_i) = 1_i.
   \]
   $\text{SLor} = \text{SLor}(n, \mathfrak{F})$ denotes the set of standard Lorentz transformations of $^n\mathbb{F}$.

7. By a Poincaré transformation of $^n\mathbb{F}$ we understand $f \in \text{Affr}$ such that $f$ preserves the square of Minkowski-distance, that is, (\(\ast\)) in item 5 holds for $f$.
   $\text{Poi} = \text{Poi}(n, \mathfrak{F})$ denotes the set of Poincaré transformations.\(^{216}\)

---

\(^{215}\) Or equivalently a Lorentz transformation in standard configuration.

\(^{216}\) An equivalent definition says that a Poincaré transformation is a composition of a Lorentz transformation and a translation, i.e. is of the form $\text{Lor} \circ \tau_p$, for some $\text{Lor} \in \text{Lor}$ and $p \in {^n\mathbb{F}}$. 
8. A bijective linear transformation $f$ of $\mathfrak{F}$ is called an expansion\footnote{We note that the official name for an expansion is a transformation of similitude. (Coxeter [62] uses the word dilation while Burke [51] calls it an expansion. Sometimes it is also called homothetic transformation.) For reasons of convenience we restricted the notion of an expansion for multiplying with positive $\lambda$'s only.} iff

$$(\exists 0 < \lambda \in F) \quad f = \langle \lambda \cdot p : p \in nF \rangle.$$ 

$\text{Exp} = \text{Exp}(n, \mathfrak{F})$ denotes the set of expansions.

\begin{center} $\triangleleft$ \end{center}

CONVENTION 2.9.2 For better readability, the elements of $\text{Exp}$ and $\text{Lor}$ will often be denoted by $\text{exp}$ and $\text{lor}$, respectively. Similarly for $\text{Linb}$, $\text{SLor}$, $\text{Poi}$, $\text{Rhom}$ etc.

\begin{center} $\triangleleft$ \end{center}

For completeness, we note that our distinguished sets of transformations are contained in each other in the following way:

\[
\text{SLor} \subset \text{Lor} \subset \text{Linb} \supset \text{Exp}
\]

\[
\text{Tran} \subset \text{Poi} \subset \text{Aftr},
\]

where $\cap$, $B \supset A$, etc. all denote that $A$ is a proper subset of $B$.

Theorem 2.9.4 below is a kind of characterization of the world-view transformations $f_{mk}$ in $\text{Basax + Ax}(\sqrt{\circ})$. Intuitively, it says (assuming $\text{Basax + Ax}(\sqrt{\circ})$) that a world-view transformation $f_{mk}$ is always a composition of a Poincaré transformation, an expansion, and a map $\tilde{\varphi}$ induced by an automorphism $\varphi$ of the ordered field $\mathfrak{F}$ (cf. Notation 2.9.3 below for $\tilde{\varphi}$). Moreover all such compositions are world-view transformations (of some Basax model), if we assume that $\mathfrak{F}$ is Euclidean. To formulate this theorem we need Notation 2.9.3 below.

Notation 2.9.3

- $\text{Aut}(\mathfrak{F})$ denotes the set of automorphisms of the ordered field $\mathfrak{F}$. For any algebraic structure or model $\mathfrak{A}$, $\text{Aut}(\mathfrak{A})$ is defined similarly (i.e. is the set of automorphisms of $\mathfrak{A}$).

- $\tilde{\varphi}$ denotes the function induced by other function $\varphi$ the following way. Assume $\varphi : F \to F$. Then the induced function $\tilde{\varphi} : nF \to \mathfrak{F}$ is defined the natural way, i.e.

$\tilde{\varphi}(p) \overset{\text{def}}{=} \langle \varphi(p_0), \varphi(p_1), \ldots, \varphi(p_{n-1}) \rangle, \text{ for every } p \in nF.$

\begin{center} $\triangleleft$ \end{center}
THEOREM 2.9.4 (Characterization of the world-view transformations in models of Basax) Assume Basax + Ax(√). Let m, k ∈ Obs. Then:

(i) \( f_{mk} = \text{poi} \circ \exp \circ \tilde{\varphi}, \) for some \( \text{poi} \in \text{Poi}, \exp \in \text{Exp} \) and \( \varphi \in \text{Aut} (\mathfrak{F}). \)

(ii) Assume in addition that \( f_{mk}(\mathfrak{0}) = \mathfrak{0}. \) Then
\[
f_{mk} = \text{lor} \circ \exp \circ \tilde{\varphi},
\]
for some \( \text{lor} \in \text{Lor}, \exp \in \text{Exp} \) and \( \varphi \in \text{Aut} (\mathfrak{F}). \)

(iii) Let \( \mathfrak{F} \) be a fixed Euclidean ordered field. Assume \( f \) is a composition of a Poincaré transformation, an expansion, and a map \( \tilde{\varphi}, \) for some \( \varphi \in \text{Aut} (\mathfrak{F}). \) Then there is a Basax model \( \mathfrak{M} \) with ordered field reduct \( \mathfrak{F} \) such that \( f = f_{m'k'}, \) for some \( m', k' \in \text{Obs}^{\mathfrak{M}}. \]

\[ \qed \]

Remark 2.9.5 In connection with Thm.2.9.4 above the following are natural questions. Let \( \mathfrak{F} = \langle F, \leq \rangle \) be an arbitrary ordered field. The questions:

(i) Under what conditions on \( \mathfrak{F} \) is \( \mathfrak{F} \) the field-reduct \( \mathfrak{F}^{\mathfrak{M}} \) of some Basax model \( \mathfrak{M}? \)

(ii) Which automorphisms \( \varphi \in \text{Aut} (F) \) of \( F \) can occur in some Basax model in the style of Thm.2.9.4 (i.e. for which \( \varphi \) are there an \( \mathfrak{M} \models \text{Basax} \) and an \( f_{mk} \) such that \( f_{mk} = \text{poi} \circ \exp \circ \tilde{\varphi} \) for some \( \text{poi} \) and \( \exp \) as in Thm.2.9.4)?

In this connection we state the following.

(1) If \( n = 2, \) then all ordered fields \( \mathfrak{F} \) and all \( \varphi \in \text{Aut} (F) \) can come from some Basax model, by Thm.2.3.12 on p.32.

(2) For arbitrary \( n, \) all Euclidean \( \mathfrak{F} \) and all \( \varphi \in \text{Aut} (F) \) can occur in some Basax model. (This follows from (iii) of Thm.2.9.4 above.)

(3) Further information related to questions (i),(ii) above can be found in Thm.6.7.10, Cor.6.7.12 and the discussion below Cor.6.7.12 in AMN [18]. Cf. also AMN [18] §3.5 and items 3.1.4, 3.1.6 therein.

In connection with the above, we conjecture that for any ordered field \( \mathfrak{F}, \) if \( \mathfrak{F} = \mathfrak{F}^{\mathfrak{M}} \) for some \( \mathfrak{M} \models \text{Basax}, \) then all \( \varphi \in \text{Aut} (\mathfrak{F}) \) come from \( f_{mk}'s \) of some \( \mathfrak{M}' \in \text{Mod}(\text{Basax}). \) \[ \qed \]

Let us recall that the symmetry axiom Ax(symm) was introduced in §2.8 on p.77.

The following theorem says that, under assuming Basax + Ax(symm) + Ax(√), a world-view transformation \( f_{mk} \) is a Poincaré transformation. Moreover all Poincaré transformations over a Euclidean \( \mathfrak{F} \) are world-view transformations in some Basax + Ax(symm) model. That is, Ax(symm) implies that expansions and automorphisms are not needed in the above characterization of world-view transformations.
THEOREM 2.9.6 (Characterization of the world-view transformations in models of Basax + Ax(symm)) Assume Basax + Ax(symm) + Ax(√). Let m, k ∈ Obs. Then (i) – (iii) below hold.

(i) \( f_{mk} \in \text{Poi} \).

(ii) Assume in addition that \( f_{mk}(\bar{0}) = \bar{0} \). Then \( f_{mk} \in \text{Lor} \).

(iii) Let \( \mathfrak{F} \) be a fixed Euclidean ordered field. Let \( f \in \text{Poi}(n, \mathfrak{F}) \). Then there is a Basax + Ax(symm) model \( \mathfrak{M} \) whose ordered field reduct is \( \mathfrak{F} \) such that \( f = f_{m'k'} \), for some \( m', k' \in \text{Obs}^\text{St} \).

The proof is given in §3.8 of AMN [18]. Here we show the idea of proof of (ii) in the case of \( n = 2 \). Assume that \( \mathfrak{M} \models \text{Basax} + \text{Ax(symm)} + \text{Ax}(\sqrt{\cdot}) \), \( m, k \in \text{Obs} \) and \( f_{mk}(\bar{0}) = \bar{0} \). Then each of \( m \) and \( k \) thinks that the other’s clock is slow (by Thm.2.8.7), and moreover the rate of slowing down is the same for both of them (see Thm.2.8.9). Figure 49 shows how this is possible. By using this figure, it is not difficult to show that the unique place where \( e = f_{mk}(1t) \) can be is such that the Minkowski-distance between \( \bar{0} \) and \( e \) is 1.

![Diagram](image-url)

Figure 49: Both \( m \) and \( k \) think that the other’s clock slows down iff \( f_{mk}(1t) \) is in between \( a \) and \( b \). The rates of slowing down will be equal at a unique point. This unique point is closer to \( a \) than to \( b \), and a geometrical construction for it is given in Chapter 3 of AMN [18]. The Minkowski-distance between \( \bar{0} \) and \( e \) is 1.

Recall that the set \( \text{Rhom}(n, \mathfrak{F}) \) of rhombus transformations was defined in Def.2.3.18 (p.40). The following theorem says that, under some mild assumptions, rhombus transformations are compositions of standard Lorentz transformations and expansions. Moreover all such compositions are rhombus transformations.

THEOREM 2.9.7

(i) Assume \( \mathfrak{F} \) is Euclidean, i.e. that \( \mathfrak{F} \models \text{Ax}(\sqrt{\cdot}) \). Then

\[
\text{Rhom}(n, \mathfrak{F}) = \{ \text{slor} \circ \text{exp} : \text{slor} \in \text{SLor} \text{ and exp} \in \text{Exp} \}.
\]

(ii) Assume \( n > 2 \). Then

\[
\text{Rhom}(n, \mathfrak{F}) = \{ \text{slor} \circ \text{exp} : \text{slor} \in \text{SLor} \text{ and exp} \in \text{Exp} \}.
\]

(iii) \( \text{Rhom}(n, \mathfrak{F}) \supseteq \{ \text{slor} \circ \text{exp} : \text{slor} \in \text{SLor} \text{ and exp} \in \text{Exp} \} \).
3 More general, more flexible axiom systems (than Basax, or Specrel)

3.1 Introduction

Below we introduce refinements of Basax (and Specrel). Roughly, this means that we will study axiom systems for relativity which are weaker (or more subtle) than Basax. One aspect of this is that we increase the so-called “lego” character\(^ {218} \) or logical decomposability of Basax. This means (among other things) that we take one axiom of Basax, decompose it into a set of weaker axioms and then replace the original axiom in Basax by this set of weaker axioms. The resulting axiom system is equivalent to Basax but it is built up from a greater number of smaller pieces in a more flexible way. Then we can experiment with removing one or more of these refined axioms from (the new version of) Basax and then ask ourselves what happens to the so obtained weaker (hence more general) theory, which predictions of relativity remain provable, how these new weaker theories are related to each other and to the literature of relativity, etc.

In other words, we take a strong and important theory, Specrel, and decompose it (or analyze it) into a lattice of weaker, subtler and more flexible theories such that the supremum of the lattice remains Specrel. Then by analyzing the lattice (or hierarchy) of these subtheories of Specrel we gain more insight into Specrel (and related questions). One could say that this way we analyze the fine-resolution structure of Specrel and its possible variants.

The above outlined fine-resolution analysis of important theories is not new. It has been done to axiomatic Set Theory, Peano’s Arithmetic (cf. e.g. Hájek-Pudlák [113]). What is known as reverse mathematics\(^ {219} \) is also an example of the fine-resolution analysis which we intend to carry through for relativity herein. A similar fine-resolution analysis of relativity was initiated in Friedman [91, §IV.6.] to which we refer from [18, §4.4] as “conceptual analysis”.

At this point someone may ask “why should we study weaker and weaker subtheories of Specrel?” The answer is manifold: Much of the answer is scattered through [18], Friedman [91] and the literature of mathematical logic; but without aiming for completeness, in items 1 - 6 below we collect some of the motivation for this.

1. If we prove an interesting prediction (i.e. theorem) of Specrel like the Twin Paradox or the nonexistence of FTL observers from a weaker subtheory of Specrel, then we obtain a stronger, more informative theorem. Formally, assume Specrel ⊨ Th\(_{\text{weak}} \neq \) Specrel and \( Th_{\text{weak}} ⊢ \varphi \) where \( \varphi \) is an interesting prediction. Then \( Th_{\text{weak}} ⊢ \varphi \) is a stronger theorem than Specrel ⊨ \( \varphi \).

\(^{218}\) By speaking about “lego” character we mean to invoke the spirit of the toy world known as lego where almost arbitrarily complex “models” of buildings, windmills, cars, spaceships etc. can be constructed by the child using a small number of types of building blocks. One of the analogies with our logic-based relativity theories is that if the child wants to make a small modification on the structure (say bridge or house) he built, he can do so by removing only a small number of pieces and replacing them by others (in a pattern different from the original one). In this analogy, the emphasis is on flexibility, decomposability, and “fine-resolution” structure.

\(^{219}\) Cf. e.g. Andréka-Kurucz-Németi [14], Simpson [235], Friedman-Simpson-Smith [89].
2. $\mathsf{Th}_{\text{weak}} \vdash \varphi$ has many further advantages over $\mathsf{Specrel} \vdash \varphi$. E.g. proving $\mathsf{Th}_{\text{weak}} \vdash \varphi$ might guarantee for us that the prediction $\varphi$ of relativity will survive transition from the theory $\mathsf{Specrel}$ to a different (desirable) theory of relativity in the future. This transition might have various motivations, e.g. (i) a desire to generalize Specrel, or (ii) a desire to compare Specrel with alternative theories of relativity, like Reichenbach’s, or Lorentz’s (cf. Szabó [244] and AMN [18, §4.5]), or (iii) wanting to know “why” $\varphi$ is predicted by Specrel, i.e. which axiom (or axioms) of Specrel is responsible for $\varphi$.221 wanting to find a version of relativity which is (strong enough in some sense) but which does not predict $\varphi$.

3. Studying the hierarchy (or lattice) of weak sub-theories of Specrel (together with some naturally related theories) helps us to address the so-called why-type questions outlined in [18, §1.1 items (X), (III), (V)].

4. Studying the lattice of subtheories of (Specrel + some relevant other theories)222 might help us in finding a common generalization of, say, the Newtonian theory and the Einsteinian theory, which may help us to advance in the direction of clarifying the so-called incommensurability issues proposed by certain followers of Kuhn (cf. [149]) belonging to the direction known as scientific relativism.223 So this can be viewed as a contribution to the (logic-based) philosophy of science. Actually, we did use the hierarchy of subtheories in this direction in [18, §4.1, p.423].

5. As it was explained in Reichenbach’s pioneering book [218], definability theory is of fundamental importance for relativity theory. Now, by studying the weak subtheories of Specrel, we can make the definability results and duality results for relativity formulated in our next chapter stronger, more substantial and more invariant under possible changes in the theory.

6. Studying weak subtheories makes our understanding of the theory in question more flexible, and it prepares the ground for generalizations (in various directions and motivated by various reasons). In other words, this makes the theory more “fine-tuneable” with much more freedom of movement.224

With this we stop listing motivations for weak subtheories of Specrel, and we turn to introducing and discussing them.

3.2 The axiom systems

We will proceed in a bottom-up fashion: first we will introduce a quite weak axiom system $\mathsf{Pax}$ for relativity, and then we will introduce new systems by adding axioms to $\mathsf{Pax}$. We note that $\mathsf{Pax}$ is not the weakest important version we will discuss, since to every theory like $\mathsf{Pax}$ or $\mathsf{Basax}$ we will introduce its partial (or bounded domain) version $\mathsf{Loc}(\mathsf{Pax})$, $\mathsf{Loc}(\mathsf{Basax})$ etc. For a theory $\mathsf{Th}$ its partial domain version $\mathsf{Loc}(\mathsf{Th})$ will be important because the

220 E.g. in the direction towards relativity with accelerated observers and eventually general relativity.

221 To make this answer useful, first we need to replace the “few strong axioms” version of Specrel by a “many weak, well balanced axioms” version as indicated way above.

222 See e.g. the lattices in Figures 60,138 (pp.126,A–31) herein and in AMN [18, p.653].

223 Cf. the key-word “theory-laden” on p.797 of [35].

224 By contrast: if our theory is given in the form of a differential equation, (roughly) the only freedom of movement in fine-tuning is changing the values of the constants in the equation [e.g. in the case of Einstein’s equations, one can “play” with the value of the cosmological constant $\Lambda$].
3.2 MORE FLEXIBLE AXIOM SYSTEMS

$Th \mapsto \text{Loc}(Th)$ generalization is a typical step needed for moving towards general relativity. For brevity, we will not recall all the detail of our work on $\text{Loc}(Th)$ here, we refer the reader to AMN [18, §4.9] for more (see also p.122 herein).

CONVENTION 3.2.1 When there is no danger of confusion, we will use the word “theory”, “axiom system” (and sometimes “set of formulas”) interchangeably. When we call an axiom system a theory then we mean the theory generated by the axiom system.

After this little detour (to partial relativity) let us turn to introducing Pax.

We obtain Pax from Basax by “attacking” two axioms: Ax6 and AxE and then adjusting the rest (to the change).

The AxE part: We will throw away all of the axioms mentioning photons (except for Ax2).\textsuperscript{225} Because of this, we will have to reformulate Ax5 because we still want to postulate that motion is possible. The new version of Ax5 will be denoted as Ax5\textsuperscript{obs},\textsuperscript{226} and will be defined soon. The subscript \textit{obs} refers to the fact that this is that part of Ax5 in which we talk about motion of observers (as opposed to motion of photons).

The Ax6 part: Ax6 postulates that all events seen\textsuperscript{226} by some observer are seen by all observers. The motivation for essentially weakening this axiom comes from general relativity. E.g. if one observer is inside a big, slowly rotating black hole and the other is outside, far away and remains outside, then there will be events observed by one of them but not observed by the other. Therefore we will replace Ax6 by the weaker axioms Ax6\textsubscript{00}, Ax6\textsubscript{01}. Ax6\textsubscript{01} says that $\text{Dom}(\tau_{\text{obs}})$ is an open subset of $^nF$. Ax6\textsubscript{00} says, intuitively, that if observer $m$ “sees” observer $k$ participate in an event, then $k$ is not allowed to deny that that event happened at all. Soon we will present the formal definitions of these axioms.\textsuperscript{227} Similarly to the case of AxE, after weakening Ax6 we have to check whether the remaining axioms need adjustment to the change. Indeed, Ax3 needs to be replaced by Ax3\textsubscript{b}, where the latter says, roughly, that if observer $m$ sees an inertial body $b$ then the life-line of $b$ as seen by $m$ is a straight line.

Summing it up, we obtain Pax from Basax by first drastically weakening the axioms AxE, Ax6\textsuperscript{228} and then adjusting axioms Ax1-Ax5 to the change.\textsuperscript{229}

CONVENTION 3.2.2 (On terminology:) As we emphasized in §2, we call $^nF$ the coordinate-system of our model $\mathcal{M}$ and not space-time. Space-time of $\mathcal{M}$ will be introduced in §4 and it will be something else; namely, a structure $(M_t, \ldots)$ whose universe $M_t$ is a subset of $\mathcal{P}(B)$. Cf. Item 4.2.6 in §4. Cf. also Matolcsi [187, §II.1.2, p.151]. Despite of this, occasionally we use the word “space-time” for $^nF$, for reasons of convenience. Namely, $^nF$ contains a time-axis and $n-1$ space axes. Therefore it is handy to speak about the space-part $S = \{0\} \times ^{n-1}F$, the time-part $\bar{t} = (F \times ^{n-1}\{0\})$ of $^nF$, and to call the rest of $^nF$ space-time part (since it involves both space and time coordinates). We hope, this will cause no confusion, and that the reader will remember that we do not intend to regard $^nF$ as space-time.

\textsuperscript{225} We could throw away the photon-part of Ax2 too without any consequence, but to save space we did not go into that here.

\textsuperscript{226} i.e. “observed” or coordinatized

\textsuperscript{227} In passing we note that in the partial versions $\text{Loc}(Th)$ of our theories $Th$, Ax6\textsubscript{01} will be further weakened, cf. AMN [18, §4.9].

\textsuperscript{228} Actually, we throw away AxE.

\textsuperscript{229} The purpose of the adjustment is threefold: (i) It might happen that $(Ax1 - Ax5 + Ax6\textsubscript{00} + Ax6\textsubscript{01}) \models Ax6$. We want to avoid this since we really want to make Ax6 weaker. (ii) We want the adjusted versions of Ax1-Ax5 make sense (i.e. represent the original intuition) after AxE. Ax6 have been weakened. (iii) We want the adjusted versions of Ax1-Ax5 to be consistent with the spirit of the change we made (i.e. of the weakening of AxE, Ax6 we did).
Sometimes, $^nF$ is called “relative space-time” because the observer “splits” space-time to a space-part and a time-part as in $^nF$. Cf. Matolesi [187, e.g. bottom of p.154, p.165, and §II.1.7].

Below, we will define two functions $\text{time}$ and $\text{space}$ such that for any point $p$ in our coordinate-system $\text{time}(p)$ and $\text{space}(p)$ are the time coordinate and the space “coordinate” of $p$, respectively.

**Definition 3.2.3** We define functions $\text{time}: {}^nF \rightarrow F$ and $\text{space}: {}^nF \rightarrow {}^{n-1}F$ as follows.

$$(\forall p \in {}^nF)(\text{time}(p) \stackrel{\text{def}}{=} p_0 \land \text{space}(p) \stackrel{\text{def}}{=} \langle p_1, p_2, \ldots, p_{n-1} \rangle).$$

\[<\]

![Illustration for Def.3.2.4](image.png)

**Definition 3.2.4** (direction, moving forwards, backwards)

(i) By a **spatial direction** or simply by a **direction** we understand a **space**-vector $d \in {}^{n-1}F$, with $d \neq \vec{0}$.

(ii) **directions** $\stackrel{\text{def}}{=} \{d \in {}^{n-1}F : d \neq \vec{0} \}$.

(iii) Let $\mathfrak{M}$ be a frame model. Then body $b$ is said to **move in direction** $d$ (as seen by observer $m$) iff $|tr_m(b)| \geq 2$ and

$$(\forall p, q \in tr_m(b))(\exists \lambda \in F)(\text{space}(q) - \text{space}(p) = \lambda \cdot d).$$

Body $b$ is said to move **forwards** in direction $d$ (as seen by observer $m$) iff
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\[
\left( \begin{array}{l}
[\forall p, q \in tr_m(b)] (\exists \gamma \leq \lambda \in F) \\
\text{(time}(p) < \text{time}(q) \Rightarrow \text{space}(q) - \text{space}(p) = \lambda \cdot d) \end{array} \right), \text{see Figure 50.}
\]

Body \( b \) is said to move backwards in direction \( d \) (as seen by observer \( m \)) iff

\[
\left( \begin{array}{l}
[\forall p, q \in tr_m(b)] (\exists \gamma \leq \lambda \in F) \\
\text{(time}(p) > \text{time}(q) \Rightarrow \text{space}(q) - \text{space}(p) = \lambda \cdot d) \end{array} \right), \text{see Figure 50.}
\]

More generally, let \( \ell \) be a straight line. We say that \( \ell \) moves in direction \( d \) iff

\[
(\forall p, q \in \ell) (\exists \lambda \in F) (\text{space}(q) - \text{space}(p) = \lambda \cdot d).
\]

(iv) When \( d \in S, d \neq \vec{0}, \) we say that body \( b \) moves in direction \( d \) (forwards, backwards), if \( b \) moves in direction \( \text{space}(d) \) (forwards, backwards).

(v) We extend the notion of being parallel to directions, and in more general, to space-vectors as follows. If \( d, d_1 \in \mathbb{R}^{n-1} \), then \( d \parallel d_1 \) denotes that \( d = \lambda \cdot d_1 \) or \( d_1 = \lambda \cdot d \) for some \( \lambda \in F \).

Now we are ready to define \( \text{Pax} \).

\[
\text{Pax} \overset{\text{def}}{=} \{ \text{Ax1, Ax2, Ax3}_0, \text{Ax4, Ax5}_{\text{Obs}^-}, \text{Ax6}_{00}, \text{Ax6}_{01} \},
\]

where the new axioms \( \text{Ax3}_0 - \text{Ax6}_{01} \) are defined as follows.

**Ax3\(_0\)** \( (\forall h \in I) (tr_m(h) \in G \cup \{\emptyset\} \land (\exists k \in Obs) tr_k(h) \neq \emptyset) \).\(^{230}\)

That is, the life-line of any inertial body \( h \) as seen by any observer \( m \) must be a line or the empty-set, and there is an observer \( k \) such that the life-line of \( h \) for \( k \) is not the empty-set. \( \text{Ax3}_0 \) differs from \( \text{Ax3} \) in that the life-line of an inertial body seen by an observer can be the empty-set.

**Ax5\(_{\text{Obs}^-}\)** \( (\forall \gamma \in Obs) (\forall d \in \text{directions}) (\forall p \in \mathbb{R}^{n-1}) (\exists \lambda \in F) \\
(\forall q \in \mathbb{R}^{n-1}) \left( [\text{space}(p) - \text{space}(q) = \delta \cdot d \text{ for some } \delta \in F \Rightarrow (\forall \varepsilon \leq \varepsilon < \lambda) \\
(\exists k \in Obs) (k \text{ moves forwards in direction } d \text{ with speed } \varepsilon \text{ and } q \in tr_m(k)) \right] \).

Intuitively, \( \text{Ax5}_{\text{Obs}^-} \) says that for each direction \( d \) there is a \( \lambda \) such that through any point there are observers moving forwards in direction \( d \) with all speeds smaller than \( \lambda \). \( \text{Ax5}_{\text{Obs}^-} \) allows that these \( \lambda \)'s be different for points of different planes parallel with \( \ell \).

\(^{230}\)The part "(\( \exists k \in Obs) tr_k(h) \neq \emptyset \)" of \( \text{Ax3}_0 \) is needed for reasons of convenience only. If we had omitted this part from \( \text{Ax3}_0 \), then e.g. the formulation of Thm.3.3.12 on p.196 of AMN \([18]\) would have been more complicated than it is in its present form. We note that our no FTL theorem (Thm.3.2.13 on p.118) remains true if we omit this condition from \( \text{Ax3}_0 \).
Ax6\textsubscript{00} \((\forall m, k \in \text{Obs}) \ w_m[tr_m(k)] \subseteq Rng(w_k)\).

Intuitively, observer \(k\) sees all those events which are seen by another observer \(m\) on \(k\)’s life-line. Even more intuitively, if someone sees \(k\) participating in an event then \(k\) should not be allowed to deny that that event happened at all.

Ax6\textsubscript{01} \(\text{Dom}(f_{mk})\) is an open\textsuperscript{231} subset of \(nF\), for all \(m, k \in \text{Obs}\).

Intuitive discussion of \(\text{Pax}\).

As we said, \(\text{Pax}\) is not the weakest system we consider, because (i) the partial versions of our theories e.g. \(\text{Loc}(\text{Basax})\) are not stronger-or-equivalent than \(\text{Pax}\) (i.e. \(\text{Loc}(\text{Basax}) \not\models \text{Pax}\)) and (ii) in theories of accelerated observers (cf. e.g. AMN et al. [25], [26]) and in general relativity we will have to replace Euclidean lines by geodesics in \(\text{Ax1}\) (where geodesics are discussed in §4.7 p.350.). For the rest of this intuitive discussion let us ignore facts (i), (ii) above.

\(\text{Pax}\) is an extremely weak theory. One could say that \(\text{Pax}\) is a common fragment of the “organizational” or “book-keeping” parts\textsuperscript{232} of both \(\text{Basax}\) and Newtonian kinematics.\textsuperscript{233} \(\text{Pax}\) says nothing about photons or about anything related to electrodynamics. Further, \(\text{Pax}\) does not involve any symmetry principles. \(\text{Pax}\) says only a little more than saying that observers use \(nF\) for coordinatizing events, the life-line of inertial bodies as seen by inertial observers are straight lines and a few more things of this kind. Therefore we cannot expect \(\text{Pax}\) to prove any of the exotic predictions of relativity, in particular any of the paradigmatic effects discussed in §2.5. Despite of this, there are some useful and interesting things which can be proved from \(\text{Pax}\). An example is the statement that all non-empty world-view transformations (i.e. the non-empty \(f_{mk}\)’s) are collineations.

Notation 3.2.5 Let \(m \xrightarrow{\ominus} b\) denote that \(m\) sees \(b\), i.e.

\[ m \xrightarrow{\ominus} b \overset{\text{def.}}{\iff} tr_m(b) \neq \emptyset. \]

Theorem 3.2.6 Assume \(\text{Pax}\). Then all non-empty \(f_{mk}\)’s are bijective collineations of \(nF\). More formally,

\[ \mathsf{Pax} \models \left( m \xrightarrow{\ominus} k \Rightarrow [f_{mk} : nF \rightarrow nF \text{ is a bijective collineation}] \right). \]

Proof: In the proof below we will use geometrical properties of \(\mathsf{Eucl}(n, \mathfrak{F})\), like e.g. “for any two distinct points there is a unique line containing these points”. We will use only such geometrical properties of \(\mathsf{Eucl}(n, \mathfrak{F})\) which are provable in Tarski’s generalization\textsuperscript{234} of Euclidean geometry. These properties can be easily verified either by deriving them from Tarski’s axioms (synthetic approach to geometry), or by checking that they hold for \(\mathsf{Eucl}(n, \mathfrak{F})\) for any ordered field \(\mathfrak{F}\), directly.

Assume \(\mathcal{M} \models \text{Pax}\), \(m, k \in \text{Obs}\) and \(m \xrightarrow{\ominus} k\). If \(p \in \text{Dom}(f_{mk})\), then we say that \(k\) sees \(p\).

Claim 3.2.7 Assume \(v_m(m') = 0\). Then if \(k\) sees at least one point on \(tr_m(m')\), then there is at most one point on \(tr_m(m')\) which \(k\) does not see.

\textsuperscript{231}in the usual sense. Cf. Notation 4.2.32(iii) on p.177.

\textsuperscript{232}This “only book-keeping” feature is discussed in AMN [18, Remark 4.5.29 on p.596].

\textsuperscript{233}Cf. AMN [18, §4.1, p.423] for Newtonian kinematics.

\textsuperscript{234}which in turn is motivated by Hilbert’s second-order logic axiomatization of Euclidean geometry.
**Proof of Claim 3.2.7:** Assume that $p \in \text{tr}_m(m') \cap \text{Dom}(f_{nk})$. Let $P$ be a plane parallel with $\ell$ which contains $\text{tr}_m(m')$. We will “work” in $P$. See Figure 51. Let $S$ be a neighborhood of $p$ such that $p \in S \subseteq \text{Dom}(f_{nk})$. Such a neighborhood exists by $\text{Ax6}_{01}$. Let $d$ be a direction such that all straight lines lying in $P$ move in direction $d$. Let $\lambda$ belong to $p$ and $d$ according to $\text{Ax5}_{0\text{Obs}}\overline{\overline{-}}$. I.e. from all points $q \in P$ and for all $\varepsilon < \lambda$ there are observers moving through $q$ forwards in direction $d$ with speed $\varepsilon$.

![Figure 51: Illustration for the proof of Claim 3.2.7.](image)

Assume that $q, r \in \text{tr}_m(m')$, $q \neq r$ such that $k$ sees neither $q$ nor $r$. Let us choose observers $m_1, \ldots, m_4$ according to Figure 51. This is possible by $\text{Ax5}_{0\text{Obs}}\overline{\overline{-}}$: we choose these observers so that they all go forwards in direction $d$ and their speeds are sufficiently small. The important thing is that all the indicated meeting points are inside $S$, i.e. $k$ sees all these meeting points (except for $q, r$ which $k$ does not see). Then $k$ sees all the observers $m', m_1, \ldots, m_4$ with those meeting points which are inside $S$. Thus in $k$’s world-view, the traces of the observers $m', m_1, \ldots, m_4$ are all in one plane, i.e. they are coplanar. On the other hand, we will show that $q \notin \text{Dom}(f_{nk})$ implies that in $k$’s world-view, $m_1$ does not meet $m'$. Indeed, assume that $m_1$ and $m'$ meet in $k$’s world-view, say in point $s$. Then by $\text{Ax6}_{00}$, $m'$ sees the event $w_k(s)$, say $w_k(s) = w_{m'}(s_1)$. Also by $\text{Ax6}_{00}$, $m'$ sees the event $w_m(q)$, say $w_m(q) = w_{m'}(s_2)$. But both $m'$ and $m_1$ are present in both events $w_{m'}(s_1)$ and $w_{m'}(s_2)$, so $s_1$ must equal $s_2$, since the traces of $m'$ and $m_1$ meet only in one point, since they are different in $m'$’s world-view (also by $\text{Ax6}_{00}$, since e.g. in $m$’s world-view there is an event on $m'$’s trace in which $m_1$ is not present). Since $s_1 = s_2$, we then have $w_m(q) = w_k(s_1)$, which contradicts our assumption $q \notin \text{Dom}(f_{nk})$. Similarly, in $k$’s world-view, $m_2$ does not meet $m'$ because $r \notin \text{Dom}(f_{nk})$. Thus, in $k$’s world-view both $\text{tr}_k(m_1)$ and $\text{tr}_k(m_2)$ are parallel with $\text{tr}_k(m')$, though $m_1$ and $m_2$ meet. This contradicts the fact that in a plane to each line $\ell$ and point $u$ there is only one line parallel to $\ell$ which goes through $u$. This finishes the proof of Claim 3.2.7. $lacksquare$

We say that an observer $m_1 \in \text{Obs}$ is **slow** if, in $m_1$’s world-view, $m_1$ moves forwards in direction $d$ in a plane with less speed than a $\lambda$ belonging to this plane according to $\text{Ax5}_{0\text{Obs}}\overline{\overline{-}}$.

**Claim 3.2.8** Assume that $m_1$ is a slow observer. If $k$ sees a point on $\text{tr}_m(m_1)$, then $k$ sees all points on $\text{tr}_m(m_1)$. 

---
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Proof of Claim 3.2.8: Let \( p \in tr_m(m_1) \cap Dom(f_{mk}) \) and let \( S \) be a neighbourhood of \( p \) such that \( S \subseteq Dom(f_{mk}) \cap Dom(f_{mm_1}) \). Such a neighbourhood exists by \textbf{Ax601}. Let \( q \in tr_m(m_1) \) be arbitrary. See Figure 52.

![Figure 52: Illustration for the proof of Claim 3.2.8.](image)

Let \( m_2, m_3, m_4 \) be as in Figure 52: \( m_2 \) meets \( m_1 \) at \( q \), and \( m_3, m_4 \) meet \( m_1 \) and \( m_2 \) and each other inside \( S \). Further, \( m_1, \ldots, m_4 \) have different traces in \( m \)'s world-view. Such observers exist by \textbf{Ax5Obs} as in the proof of the previous claim. Let \( r \) be a point on \( tr_m(m_2) \) inside \( S \), but different from the meeting points with \( m_3, m_4 \). (This is the fat point in Figure 52.)

Let us move into the world-view of \( m_1 \). \( m_1 \) sees all the meeting points that are inside \( S \), because \( S \subseteq Dom(f_{mm_1}) \). Thus, the traces of \( m_3, m_4, m_1, m_2 \) are all in one plane in \( m_1 \)'s world-view. Let \( m'_1 \) be an observer such that \( tr_{m_1}(m'_1) \) is a straight line parallel with \( \ell \) in this plane, which goes through \( r' \equiv f_{mm_1}(r) \). Such an observer exists by \textbf{Ax5Obs}.

Let us move now into the world-view of \( k \). By \( r \in S \subseteq Dom(f_{mm_1}) \cap Dom(f_{mk}) \), \( k \) sees the event on \( m_1 \)'s trace which is at \( r' \). In \( m_1 \)'s world-view, the meeting points of \( m_3 \) and \( m_4 \) with \( m'_1 \) are different from each other and from \( r' \), because the traces of \( m'_1, m_3, m_4 \) are all different in \( m_1 \)'s world-view. Therefore, by Claim 3.2.7, \( k \) does not see at most one of these points, and thus \( k \) sees one of the meeting points of \( m'_1 \) with \( m_3 \) or \( m_4 \). Therefore, the trace of \( m'_1 \) in \( k \)'s world-view is also coplanar with the traces of \( m_1, \ldots, m_4 \). Also, \( m'_1 \) and \( m_1 \) cannot meet in \( k \)'s world-view by \textbf{Ax600}, because they do not meet in \( m_1 \)'s world-view. Now, in \( k \)'s world-view, the traces of \( m_2 \) and \( m'_1 \) meet, they are coplanar with the trace of \( m_1 \), and \( m_1 \) and \( m'_1 \) do not meet. Thus \( m_2 \) must meet \( m_1 \) (as before, because on a plane through a point there is only one straight line parallel with a given one). Let us assume that \( m_2 \) and \( m_1 \) meet in \( k \)'s world-view at \( q' \).

It remains to show that the event \( e \) in \( m \)'s world-view at \( q \) is the same as the event \( e' \) in \( k \)'s world-view at \( q' \). To show this we will go back to \( m_1 \)'s world-view. By \textbf{Ax600}, \( m_1 \) sees both events \( e, e' \) and he must see them on his own life-line, because \( m_1 \in e \cap e' \). On the other hand, also \( m_2 \in e \cap e' \), and on \( m_1 \)'s life-line there is only one point where \( m_2 \) is present, namely, in the meeting point of \( m_1 \) with \( m_2 \), because the traces of \( m_1 \) and \( m_2 \) are different (e.g. by
Ax600, because these traces are different in m’s world-view). Thus e = e_1 and this finishes the proof of Claim 3.2.8. ■

Claim 3.2.9 If Dom(f_{mk}) ≠ ∅, then Dom(f_{mk}) = ^nF.

Proof of Claim 3.2.9: We are in the world-view of m. We will connect any two points of ^nF with traces of slow observers. Let p, q ∈ ^nF be arbitrary. See Figure 53.

![Figure 53: Illustration for the proof of Claim 3.2.9.](image)

If space(p) = space(q), then there is an observer with speed 0 whose trace connects p and q. Assume therefore space(p) ≠ space(q), and let d = space(q) − space(p). Then d ∈ directions. Let m_1 be any slow observer moving forwards in direction d with nonzero speed, and through p, and let m_2 be another observer which is at rest at point space(q). Such observers exists by Ax5_{Obs}−−. Then m_1 and m_2 will meet, say in point r. Then by Claim 3.2.8, p ∈ Dom(f_{mk}) implies q ∈ Dom(f_{mk}). This finishes the proof of Claim 3.2.9. ■

From here on the proof is basically the same as the proof of Theorem 3.1.1 in AMN [18]. One of the changes we make is that we replace “slow lines” by “traces of slow observers”. For completeness, we briefly include the rest of the proof.

Assume that m, k ∈ Obs, m ⊏ k.

First we show that f_{mk} takes midpoints on the trace of an observer to midpoints, see Figure 54. Let m_1 ∈ Obs and let p, q, r ∈ tr_m(m_1) be such that q is the midpoint of p and r. In m’s world-view, let us choose slow observers m_2, ..., m_6 as in Figure 54: the traces of m_1, ..., m_5 are coplanar, m_2 and m_3 do not meet, and similarly m_4 and m_5 do not meet, m_2 and m_5 meet at r, m_3 and m_4 meet at p, m_6 and m_1 meet at q and m_2, m_6, m_4 all meet in one point, and m_3, m_6, m_5 all meet in one point. Informally, m_1, ..., m_6 form a parallelogram as in Figure 54. Since f_{mk} is everywhere defined by Claim 3.2.9, k also sees all these meeting points. Thus, in k’s world-view m_1, ..., m_6 also form a parallelogram. Since the diagonals of a parallelogram bisect each other, f_{mk}(q) is the midpoint of f_{mk}(p) and f_{mk}(r).

Next we show that f_{mk} takes collinear points to collinear ones. Assume that ℓ ∈ Eucl and p, q, r ∈ ℓ. In m’s world-view we choose slow observers m_1, ..., m_4 as in Figure 55. From here on the proof is practically the same as on pages 169-170 of AMN [18]. Also the proof of f_{mk} being an injection is the same as that of Claim 2.3.7 on p.29 herein, because in that proof we used only the consequence of Ax5 that through each point there move at least two different observers, and Ax5_{Obs}−− also implies this fact. By this, Theorem 3.2.6 has been proved. ■
Figure 54: $f_{mk}$ takes midpoints to midpoints

Figure 55: $f_{mk}$ takes collinear points to collinear ones
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It remains a future research task to see which axioms of \textbf{Pax} are really needed for the conclusion of the above theorem. Clearly, $\text{Ax}5_{\text{Obs}}^{-}$ cannot be dropped and none of $\text{Ax}1$-$\text{Ax}3_{\text{g}}$ can be dropped. We did not check the rest.

In connection with the above theorem we note that most presentations of special relativity assume its conclusion as an axiom and rely on this axiom rather heavily while building up special relativity (cf. e.g. Einstein [80, (1921)], Nagy [200, p.233, lines 28-30], or Friedman [91, p.139 lines 1-3]).\textsuperscript{235} The above theorem shows that this axiom is superfluous since it follows from a very small fraction of the rest of the usual axioms (or postulates) of special relativity, which are always assumed in the usual presentations.

Next we introduce stronger axiom systems.

We will obtain $\text{Bax}^{-}$ from $\text{Pax}$ by adding rather weak assumptions on photons to it.\textsuperscript{236} Intuitively, they will say two things: (i) Photons do not behave like bullets fired from guns in that their speed does not depend on the velocity of their sources. (ii) If an observer is sitting in his inertial spaceship (curtains on the windows drawn), and he points his flashlight in any direction $d$, then the flashlight can emit photons moving forwards (and not, say, backwards) in direction $d$ and moving with nonzero speed. We note that the speed of the photon may be infinite. First we define $\text{Bax}_{0}^{-}$ and after that some considerations will lead to $\text{Bax}^{-}$ itself.

$$\text{Bax}_{0}^{-} \overset{\text{def}}{=} \text{Pax} \cup \{\text{Ax}5_{\text{Ph}}, \text{AxP1}, \text{AxE}_{01}\},$$

where the new axioms are defined as follows.

\textbf{AxP1} Intuitively, starting out from one point $p$ of space-time, in every direction (forwards) there is at most one “speed of light” (i.e. photon-trace), formally:

$$\forall m \in \text{Obs}(\forall ph_{1}, ph_{2} \in \text{Ph})(\forall d \in \text{directions})^{237} \left( (ph_{1} \text{ and } ph_{2} \text{ are moving forwards in direction } d \text{ as seen by } m \text{ and } \right)$$

$$tr_{m}(ph_{1}) \cap tr_{m}(ph_{2}) \neq \emptyset \Rightarrow tr_{m}(ph_{1}) = tr_{m}(ph_{2}).$$

\textbf{Ax5}_{\text{Ph}} Intuitively, from any point $p$ of space-time in any direction there is a photon moving forwards in that direction, formally:

$$\forall m \in \text{Obs}(\forall p \in \text{n}F)(\forall d \in \text{directions})(\exists ph \in \text{Ph})$$

$$[p \in tr_{m}(ph) \land \text{ (ph is moving forwards in direction } d \text{ as seen by } m)].$$

\textbf{AxE}_{01} $v_{m}(ph) \neq 0$.

Having defined $\text{Bax}_{0}^{-}$, let us briefly return to its intuitive content. $\text{Bax}^{-}$ postulates that there is such a thing as the speed of light but this speed may be different for different observers, different in different directions and may be different at different points (of the observer’s coordinate system). Therefore we can have a three variable function which represents the speed of light observed by $m$ at point $p \in \text{n}F$ in direction $d \in \text{directions}.$

\textsuperscript{235}Often this axiom is formulated by saying that the $f_{mk}$’s are affine transformations. Suppes [241] writes about this: “Every physics textbook on relativity makes a linearity assumption at the minimum.” He also writes: “It is philosophically and empirically interesting that the Lorentz transformations can be derived without any extraneous assumptions of continuity or differentiability.”

\textsuperscript{236}In this work we do not explain the origin of the acronyms $\text{Pax}$, $\text{Bax}^{-}$ etc. which we inherited from AMN [18].

\textsuperscript{237}Let us recall that directions are (nonzero) space-vectors, i.e. directions $= \text{n}^{-1}F \setminus \{\emptyset\}$, cf. p.108.
Definition 3.2.10 Let $\mathcal{M} \models \text{Bax}_{0}^{-}$. Then the function
\[
c : \text{Obs} \times \mathcal{F} \times \text{directions} \to \mathcal{F}^\infty
\]
is defined as outlined above.\(^{238}\) The formal definition is in AMN [18, p.535].

Thus, $c(m, p, d)$ is the speed of light in $m$’s world-view, at point $p$ and direction $d$. We will write $c_m(p, d)$ in place of $c(m, p, d)$.

By the light-cone $\text{Cone}_{m, p}$ starting at $p$ as seen by $m$ we understand
\[
\text{Cone}_{m, p} := \bigcup \{ \text{tr}_m(ph) : ph \in Ph & p \in \text{tr}_m(ph) \}.
\]

By the above, $\text{Bax}_{0}^{-}$ ensures that the light-cones defined above have some minimal "cone-like" property in some intuitive sense. (E.g, for any line $\ell$ containing $p$ it becomes meaningful to ask whether $\ell$ is inside the light-cone $\text{Cone}_{m, p}$.) Light-cones play an important role both in special and in general relativity. In models of $\text{Bax}_{0}^{-}$, each observer $m$ to each point $p \in \mathcal{F}$ can associate a light-cone with tip at $p$ and which can be arbitrarily deformed, cf. Figure 56.

![Light-cone diagram]

Figure 56: With every point $p$ of $\mathcal{F}$, we associate a so-called light-cone.

By saying that the light-cone may be arbitrarily deformed we mean to say that, say when $n = 3$, its intersection with a horizontal plane need not be a circle or even an ellipse. However, it can be regarded as a set of points which forms the “boundary” of a set of internal points, containing the point above $p$. AMN [18] contains a detailed discussion of the possible shapes of light-cones in models of $\text{Bax}_{0}^{-}$, cf. e.g. pp. 473-517 (especially p.505) and pp. 507-508 therein. The feature of $\text{Bax}_{0}^{-}$ that light-cones can be irregular etc. is an important one and its applications are discussed in detail in AMN [18, §§4.3, 4.4, 4.5]. In particular, we note that this feature is strongly used in discussions of general relativity (cf. e.g. D’Inverno [73], or Penrose [211]\(^{239}\)).

If we meditate over $\text{Bax}_{0}^{-}$, an axiom of parsimony\(^{240}\) suggests itself in a natural way. In $\text{Pax}$ we had a “natural constant” (a kind of speed limit) which we called $\lambda$ in $\text{Ax5}_{\text{obs}}^{-}$.\(^{241}\) Namely,

---

\(^{238}\) Recall from AMN [18, p.535] that $\mathcal{F}^\infty = F \cup \{\infty\}$.

\(^{239}\) or cf. the discussion of the conformal structure in Ehlers-Pirani-Schild [78]

\(^{240}\) a simplifying assumption

\(^{241}\) Actually, instead of “speed limit”, we should call $\lambda$ something like a “speed permit”, since it says that certain speeds are permitted (and not prohibited).
for each \( m \in \text{Obs}, \ p \in nF, \) and \( d \in \text{directions} \) we postulated the existence of a \( \lambda_{m,p,d} = \lambda \) such that all speeds below \( \lambda_{m,p,d} \) can be “realized”. Now we have two such constants, \( \lambda_{m,p,d} \) and \( c_m(p,d) \). In AMN [18, Figure 257 (p.762)], these two “data” are represented as two cones, a light-cone and a so-called “observer-cone”. The simplifying assumption that comes to one’s mind at this point is that let us assume that these two constants coincide because we have no evidence for their being different, further because there seems to be no theoretical insight by keeping them different. So the new axiom says \( \lambda_{m,p,d} = c_m(p,d) \) for all \( m, p \) and \( d \). Formally

\[
\text{Ax}_5 \text{Obs} \quad (\forall m \in \text{Obs})(\forall p \in n F)(\forall d \in \text{directions}) c_m(p,d) = \lambda_{m,p,d}.
\]

Equivalently, \( \text{Ax}_5 \text{Obs} \) says

\[
\text{Ax}_5 \text{Obs} \quad (\forall \rho < c_m(p,d)) \left[ \rho \in +F \implies (\exists k \in \text{Obs}) \right.
\]

\[
m \text{ observes } k \text{ moving in direction } d \text{ forwards, } v_m(k) = \rho, \text{ and } p \in tr_m(k) \left. \right].
\]

Now, we can define \( \text{Bax}^- \).

\[
\text{Bax}^- \overset{\text{def}}{=} \text{Bax}_0^- + \text{Ax}_5 \text{Obs}.
\]

About the above axiom \( \text{Ax}_5 \text{Obs} \) we note that it can be motivated both (i) as an axiom of aesthetics (i.e. of parsimony), and (ii) as an experimental axiom. In the present we shall concentrate on the simpler \( \text{Bax}^- \) instead of \( \text{Bax}_0^- \). It remains an interesting future research task to see how much of our results about \( \text{Bax}^- \) generalize to \( \text{Bax}_0^- \). In particular, it would be interesting to see whether

\[
(\text{Bax}_0^- + c_m(p,d) < \infty) \vdash \#\text{FTL}_\text{Obs}
\]

is true, where the right-hand side is defined in Notation 3.2.12 below.

**Notation 3.2.11** \( Th^= \overset{\text{def}}{=} Th + \text{the speed of light is finite, formally} \)

\[
Th^= \overset{\text{def}}{=} Th + (v_m(ph) \neq \infty),
\]

for any axiom system \( Th \subseteq FF \) in our frame language. Note that \( v_m(ph) \neq \infty \) means that \( v_m(ph) \) exists \( \implies v_m(ph) < \infty. \)

Now we are ready to formulate our no-FTL theorem stating that in models of \( \text{Bax}^-^= \) no observer can move faster than light. First we formalize the statement “no observer can move faster than light”, and will denote it as \( \#\text{FTL}_\text{Obs} \).

\[\text{AMN} [18] \text{ uses } \text{Bax}^-_\text{nobs} \text{ in place of our } \text{Bax}_0^- \text{. However, our } \text{Bax}_0^- \text{ is only very slightly weaker than } \text{Bax}^-_\text{nobs} \text{ in AMN [18], and here we may safely ignore the difference between the two.} \]

\[\text{Later, if at some point of investigation we would find some use for distinguishing these constants, then we will withdraw our present simplifying assumption.} \]

\[\text{Since (indirect) experimental evidence points in the direction that there does not seem to be a speed limit below the speed of light.} \]

\[\text{The question remains interesting for } \text{Bax}^-_\text{nobs} \text{ introduced in AMN [18], too. Actually, it remains interesting even for } (\text{Bax}^-_\text{nobs} + \text{the } f_mk \text{'s are collinear functions}). \]
Notation 3.2.12  \( \# \text{FTLobs} \overset{\text{def}}{=} \)

\[ \text{if } m \text{ sees } k \text{ and } ph \text{ moving forwards in the same direction implies } v_m(k) < v_m(ph). \]

In passing we note the following. If \( \text{dir}_m(k) \) denotes the direction in which \( m \) sees \( k \) moving, then \( \# \text{FTLobs} \) implies \( \{p \in tr_m(k) \Rightarrow v_m(k) < c_m(p, \text{dir}_m(k)) \} \). I.e. life-lines of observers stay inside the light-cones.

THEOREM 3.2.13 Assume \( \text{Ax}(\sqrt{\cdot}) \) and \( n > 2 \). Then

(i) \( \overline{\text{Bax}} \models \text{"there are no faster than light observers", formally} \)

\( \bar{\text{Bax}} \models \# \text{FTLobs}, \text{ and therefore} \)

(ii) \( \overline{\text{Bax}} \models \text{"there is a speed limit for moving observers, in some sense".} \)

(iii) \( \overline{\text{Bax}} \models \text{"velocities of observers do not add up the usual Newtonian way".} \)

Before proving the theorem we indicate that in certain ways it seems to be close to being “strongest possible”. Namely, it becomes false if we replace \( \overline{\text{Bax}} \) by \( \text{Bax} \) in it, cf. Thm.3.2.14 below. Further, in Thm.4.8.12 of AMN [18, p.651] we proved that if we replace \( \text{Bax} \) by its slightly different variant \( \text{Bax}(P1) \) then our no-FTL theorem becomes false, i.e. there are FTL observers in some models of \( \text{Bax}(P1) \). Cf. also Thm.4.4.14 (p.454) therein.

THEOREM 3.2.14 \( \text{Bax} + \text{Ax}(\sqrt{\cdot}) \not\models \# \text{FTLobs}, \text{ for any } n. \)

Proof: This is proved as Thm.4.3.25 in AMN [18, p.500]. To save space we do not recall the proof. \( \blacksquare \)

Proof of our no-FTL theorem 3.2.13: We give the proof for (i). The rest, (ii) and (iii), follow from (i). We will prove that if \( m \) sees an FTL observer, then \( m \) sees also a photon with infinite speed. Assume that \( k \) is an FTL observer in \( m \)'s world-view, i.e. \( k \)'s speed is greater than the speed of a photon \( ph \) going in the same direction \( d \) as \( k \).

Let \( p \in tr_m(k) \) and let \( ph' \) be a photon going through \( p \) and moving forwards in direction \( d \). Such a photon exists by \( \text{Ax5Ph} \), and then \( tr_m(ph') \) is a straight line by \( \text{Ax30} \). Thm.4.3.17 on p.488 in AMN [18] states that \( c_m(p, d) \) does not depend on \( p \) (but it may depend on \( m \) and \( d \)). Therefore, \( v_m(ph') = v_m(ph) \), since both \( ph' \) and \( ph \) move in direction \( d \).

Let \( P \) denote the (2-dimensional) plane containing \( tr_m(k) \) and parallel with \( \overline{\ell} \). Then \( P \) will contain \( tr_m(ph') \) as well, because \( ph' \) goes in the same direction as \( d \) does. Let \( \ell \) be the line in \( P \) which goes through \( p \) and for which \( \text{ang}^2(\ell) = \infty \). We are going to show that \( \ell \) is the trace of an observer (in \( m \)'s world-view).

Let \( \ell' \subseteq P \) be a line parallel with \( \overline{\ell} \) and not going through \( p \). Let \( q \) and \( r \) denote the intersection points of \( \ell' \) with \( tr_m(k) \) and \( \ell \), respectively. There are such intersection points, because \( v_m(ph') \neq 0 \) by \( \text{AxEO1} \) and \( v_m(k) \neq 0 \) since \( k \) is a faster-than-light observer in \( m \)'s world-view. See Figure 57. By \( v_m(ph') = v_m(ph) < v_m(k) \) we have that the intersection

\( \text{Bax}(P1) \) can be found in AMN [18, p.544] where it is investigated and motivated intuitively to a reasonable degree.

\( \text{Recall that } p \in tr_m(k) \in \text{Eucl}(n, F) \) and \( k \) moves in direction \( d \in n^{-1}F \). Then \( P = \{p + a \cdot \langle \lambda, d_0, \ldots, d_{n-2} \rangle : a, \lambda \in F \} \).

\( \ell = \{p + \lambda \cdot (0, d_0, \ldots, d_{n-2}) : \lambda \in F \} \).
point $s$ of $tr_m(\phi')$ with $\ell'$ is not between $q$ and $r$, where “$s$ is between $q$ and $r$” means that $s = q + \lambda \cdot (r - q)$ for some $\lambda$ such that $0 < \lambda < 1$. \(^{249}\) Cf. the definition of $\text{Betw}(q, s, r)$ on p.140. By $\text{AxP1}$, there is only one photon-trace through $p$ and going in direction $d$. Thus, there is no photon-trace in $m$’s world-view going through $p$ and intersecting $\ell'$ between $q$ and $r$.

By $\text{Bax}^- \models \text{Pax}$ and Thm.3.2.6 we have that $f_{mk}$ is a bijective collineation. By $\text{Ax}(\sqrt{\cdot})$ then we have that $f_{mk}$ is order-preserving.\(^{250}\) This means that the image $f_{mk}(u)$ of any point $u$ between $q$ and $r$ lies between $f_{mk}(q)$ and $f_{mk}(r)$; and the same holds for $f_{km}$. Thus, since there is no photon-trace in $m$’s world-view between $tr_m(k)$ and $\ell$,

(\*) there is no photon-trace in $k$’s world-view between $f_{mk}[tr_m(k)]$ and $f_{mk}[\ell]$.

either. By $\text{Ax5}_{ph}$, there is a photon $\phi_1$ going through $f_{mk}(p)$ in the same direction as $f_{mk}[\ell]$. By (\*) then $\text{ang}^2(\ell) < \text{ang}^2(tr_k(\phi_1)) = v_k(\phi_1)$. By $\text{Ax5}_{obs}$ then there is an observer $k'$ whose trace is $f_{mk}[\ell]$. Then $tr_m(k') = \ell$. So far we have seen that $\ell$ is the trace of an observer $k'$ in $m$’s world-view.

We now use $n \geq 3$. Let $P_1$ be a 2-dimensional plane containing $\ell$ and such that for each line $\ell''$ in $P_1$ we have $\text{ang}^2(\ell'') = \infty$. There is such a plane $P_1$ by $n \geq 3$.\(^{251}\) See Figure 58.

Let $P'_1$ be the image of $P_1$ under $f_{mk'}$, i.e. $P'_1 = f_{mk'}[P_1]$. Then $P'_1$ is a plane because $f_{mk'}$ is a collineation (by Thm.3.2.6); and $\ell = tr_{k'}(k') \subseteq P'_1$ by $tr_m(k') \subseteq P_1$. By $\text{Ax5}_{ph}$, in $k'$’s world-view there is a photon $\phi''$ which goes through $f_{mk'}(p)$ and lies in $P'_1$, i.e. $tr_{k'}(\phi'') \subseteq P'_1$. But then $tr_m(\phi'') \subseteq P_1$ which means that $v_m(\phi'') = \infty$.

249 This is so because of the following. Since $tr_m(k)$ goes through $p$ and in direction $d$, there is $\mu_k \in F$ such that $tr_m(k) = \{ p + a \cdot \langle \mu_k, d_0, \ldots, d_{n-2} \rangle : a \in F \}$, and similarly, $tr_m(\phi') = \{ p + a \cdot \langle \mu_p, d_0, \ldots, d_{n-2} \rangle : a \in F \}$, for some $\mu_p$. By $v_m(\phi') < v_m(k)$ we have $\mu_p > \mu_k$. Let us choose $\ell'$ to be $\ell' = \{ p + a \cdot d : a \in F \}$, where $d = (0, d_0, \ldots, d_{n-2})$. Then $r = p + \bar{d}, q = p + \bar{d} + \langle \mu_k, 0, \ldots, 0 \rangle$, and $s = p + \bar{d} + \langle \mu_p, 0, \ldots, 0 \rangle$. Clearly, $s$ is not between $q$ and $r$.

250 It is known that a bijective collineation is an affine mapping composed with a mapping $\varphi$ induced by an automorphism $\varphi$ of $F$, cf. e.g. Lemma 3.1.6 in AMN [18]. A bijective affine mapping preserves betweenness. If square-roots exist in $F$, then $\varphi$ preserves order, and hence $\varphi$ also preserves betweenness. Thus every bijective collineation preserves the betweenness relation.

251 E.g. $P_1 = \{ p + a \cdot (0, \lambda, d_1, \ldots, d_{n-2}) : a, \lambda \in F \}$ is such a plane.
3 MORE FLEXIBLE AXIOM SYSTEMS

![Diagram of a world-view and photon path](image)

$m$'s world-view

\[ v_m(\text{ph}''') = \infty \] in $m$'s world-view

world-view of $k'$

There is a photon $\text{ph}'''$ going in $f_{mk'}[P_1]$ in $k''$'s world-view

Figure 58: Illustration for the proof of Thm.3.2.13.

Discussion of our no-FTL theorem 3.2.13: The \#FTLObs theorem is one of the exotic predictions of relativity, and part of the goals of the investigations in AMN [18] is to find an answer to the question “why” it is being predicted. As we explained earlier, this “why”-type question means finding the explicit or tacit assumption which is responsible for the prediction in question. The \#FTLObs theorem is certainly not true in Newtonian mechanics. Most relativity books, even Reichenbach's carefully axiomatic [218], assume \#FTLObs as an axiom. Our theorem above shows that assuming \#FTLObs as an axiom is superfluous because it is a logical consequence of a small subset of the remaining axioms which are always assumed in all variants of special relativity. (In particular, these axioms, i.e. \text{Bax}^-\text{(a)}, are assumed in Reichenbach's book.) Further, the motivation usually given for assuming \#FTLObs as an axiom (cf. e.g. Rakić [215, p.11]) are not really convincing after having studied e.g. Gödel's rotating universe which is a model of Einstein's equations for general relativity, cf. e.g. [270]. Namely, the standard argument says that FTL observers would lead to closed time-like loops which in turn are claimed to lead to logical paradoxes. But clearly, Gödel's universe contains closed time-like loops\footnote{Cf. Figure 134 on p.365.} and by its existence as a mathematical model of Einstein's axioms shows that no logical paradoxes are present. Our theorem shows that one does not need these arguments about alleged logical paradoxes\footnote{Leading logician David Lewis devoted a separate paper to showing that there is nothing paradoxical about time travel, cf. footnote 163 on p.72 herein. For a similar statement see footnote “a” in Gödel [99, p.199].} since the \#FTLObs claim follows from the simple axioms in \text{Bax}^-\text{(a)}. Further, in AMN [18, §4.9] we show that even in the localized version \text{Loc(Bax}^-\text{(a)) of Bax}^-\text{(a)} one can prove the conclusion \#FTLObs of our no-FTL theorem, cf. Thm.3.2.15 below. The importance of this generalization to \text{Loc(Bax}^-\text{(a)) is that the generalization Bax}^-\text{(a)} \rightarrow \text{Loc(Bax}^-\text{(a)) is a generalization in the direction of the theory of accelerated observers}\footnote{Cf. e.g. AMN et al. [25], AMN et al. [26].} and eventually of general relativity.

So we can safely conclude that \#FTLObs is not needed as an axiom because it can be proved from other axioms which are assumed anyway and which are much easier to accept intuitively as axioms (i.e. which are much more convincing as axioms). But this is not the end of the story. Let us return to asking why \#FTLObs is predicted, i.e. which axiom is responsible for it.
A possible first reaction to the question why we believe in \( \#\text{FTL} \text{Obs} \) is to say that the cause is the Michelson-Morley experiment which, summarized as \textbf{AxE}, implies \( \#\text{FTL} \text{Obs} \) for which conclusion only the innocent looking \textbf{Pax} is needed. However, proving \( \text{Bax}^{-\text{rin}} \models \#\text{FTL} \text{Obs} \) is only the beginning of the analysis of “why \( \#\text{FTL} \text{Obs} \)” conducted in AMN \cite{AMN}. Namely, in AMN \cite{AMN} two possible alternative theories are pointed out in which \textbf{AxE} and \( n > 2 \) are assumed but in which \( \#\text{FTL} \text{Obs} \) fails. One of these theories is \textbf{Relphax} on p.223 in §3.4.2 of AMN \cite{AMN}. The other is based on noticing the tacit assumption in \textbf{Pax} that all observers use \( nF \) with the \textit{same} number \( n \) for coordinatizing space-time. A way out of this might be if e.g. \( m \) coordinatizes space-time with using \( 4F \) while a fast moving observer \( k \) uses only \( 2F \) for coordinatizing the events he experiences. The details of this second alternative have not yet been elaborated, but it seems to yield a possible modification of \textbf{Basax} (with the full power of \textbf{AxE} assumed) which might allow FTL observers. Cf. Madarász-Németi \cite{MN1, MN2, MN3} in this connection. We note that Gyula Dávid\textsuperscript{255} reached similar conclusions (in the direction where \( n \) is not the same for all observers).

Let us turn to theories \textit{stronger} than \( \text{Bax}^{-} \) (or \( \text{Bax}^{-\text{rin}} \)). \textbf{Bax} is obtained from \( \text{Bax}^{-} \) by adding a kind of isotropy and homogeneity as follows.

\[
\text{Bax} \overset{\text{def}}{=} \text{Bax}^{-} + (c_m(p, d) = c_m(p', d')), \\
\text{where } p, p' \in nF \text{ and } d, d' \in \text{directions} \text{ are universally quantified (in accordance with the usual convention concerning free variables).}
\]

A word of caution: In AMN \cite{AMN}, \textbf{Bax} is formulated slightly differently. We \textit{claim} that \textbf{Bax} as formulated above is equivalent to \textbf{Bax} as formulated in AMN \cite{AMN}. We omit the simple proof.

\textbf{Bax}-models are similar to disjoint unions (in some sense\textsuperscript{256}) of \textbf{Basax} models with the only difference that the speed of light might be different for different observers. Therefore in \textbf{Bax} the notation \( c_m = r \overset{\text{def}}{=} (\exists p, d)c_m(p, d) = r \) is useful and natural. Namely, \( c_m \) is the speed of light for observer \( m \). Let us notice that \( c_m = \infty \) is still allowed.

A further natural axiom says that the speed of light is the same for everybody:

\[
\text{Flxbasax} \overset{\text{def}}{=} \text{Bax} + (\forall m, k \in \text{Obs})c_m = c_k.
\]

\textbf{Flxbasax} is an important and natural theory in many ways. E.g. \( \text{Flxbasax} + \text{Ax6} \) is the natural common generalization of Newtonian kinematics and the relativity theory \textbf{Basax}. Similarly,

\[
\text{Flxbasax} + \text{Ax6} + \text{Ax(symm)}
\]

is a \textit{natural common generalization} of Newtonian kinematics and \textbf{Specrel}. Cf. AMN \cite[§4.1]{AMN} for the formalization of Newtonian kinematics we have in mind and Figure 123 on p.429 therein for the common generalization ideas mentioned above. These common generalization ideas are elaborated in greater detail and precision in the rest of §4.1 therein. We do not recall the details for lack of space.

\textsuperscript{255}Dept. of Gen. Physics, Eötvös Univ. Budapest.

\textsuperscript{256}This sense is made precise in AMN \cite[Thm.3.3.12 and Figure 65 (p.195)]{AMN}.
positive $r \in F^{\infty}$. Here for an Flxbasax model $\mathcal{M}$, the constant $c$ denotes the speed of light for all observers in $\mathcal{M}$.

Very roughly speaking, Flxbasax models are nothing but disjoint unions of Flxbasax + Ax6 models. We refer to Thm.3.3.12 (p.196) and Figure 65 (p.195) of AMN [18] for a precise formulation of the above claim.\textsuperscript{257}

In many respects (Flxbasax + Ax6)$^{\oplus}$ seems to be a more satisfactory formalization of special relativity without symmetry (than Basax).

$$\text{Newbasax} \overset{\text{def}}{=} \text{Flxbasax} + c = 1.$$  

To our minds, there seems to be no essential difference between Newbasax and Flxbasax$^{\oplus}$.

$$\text{Newbasax} + \text{Ax6} =|=} \text{Basax}.$$  

Similarly to the case of Flxbasax, Newbasax-models are, basically, the same thing as disjoint unions of Basax models, in some sense. This claim is made precise in AMN [18, Thm.3.3.12 (p.196) and Figure 65 (p.195)].

It is interesting to notice that for Bax $\subseteq Th \subseteq \text{Basax}$ the difference of Th with Ax6 or with Ax6$^{\ominus}$ + Ax6$^{\oplus}$ can be semantically characterized by taking disjoint unions of models in the sense described in AMN [18, Thm.3.3.12 (p.196)]. It would be interesting to see whether analogous reasoning works in the case of Bax$^{-}$ or Pax. Certainly it does not work for the localized theories $\text{Loc}(\text{Bax}^{-})$ or $\text{Loc}(\text{Basax})$ described in AMN [18, §4.9].

So far we have described our most important theories Pax, . . . , Specrel with two important omissions. These are the localized versions $\text{Loc}(Th)$ and the Reichenbachian versions $\text{Reich}(Th)$ of $Th \in \{\text{Pax}, . . . , \text{Specrel}\}$. Recall that we already introduced an operator $Th \mapsto Th^{\ominus}$ which to any one Th of our theories produces a new one, Th$^{\oplus}$. Now, Loc($-$) and Reich($-$) will be similar operators.

The idea of Loc($-$) is the following. Our theories studied so far assume that the observers use the whole of $nF$ for coordinatizing events. i.e. $w_m : nF \rightarrow \mathcal{P}(B)$. Motivated by accelerated observers and general relativity, we want to replace this by a more modest version where observers use only subsets of $nF$ for coordinatizing events. It is reasonable to assume that these subsets are open and connected, but we do not want to assume that they are the whole of $nF$. So, with any $m \in \text{Obs}$ we want to associate a domain $Do^{-}(m) \subseteq nF$, and we want $m$ to use only this domain for coordinatizing events, i.e. we want something like $w_m : Do^{-}(m) \rightarrow \mathcal{P}(B)$. To avoid inconsistent notation, instead of changing $w_m$ we introduce a new world-view function $w_m^{-} = \{(p, e) \in w_m : e \neq \emptyset\}$. Then the domain of $m$ will be $\text{Dom}(w_m^{-}) \subseteq nF$.

Interestingly, Pax $\vdash \text{Dom}(w_m^{-}) = nF$. So, we ask ourselves, which are the axioms which "pump up" the domains to be so big. One of them is Ax4 saying $tr_m(m) = \bar{t}$. Clearly, $tr_m(m) \subseteq \text{Dom}(w_m^{-})$, so Ax4 forces $\text{Dom}(w_m^{-})$ to be infinitely long (time-wise). A similar culprit is Ax3, which forces $\text{Dom}(w_m^{-}) \supseteq tr_m(b) \in G$ to be infinite again, but now not only along the time-axis. This forces infinity of $\text{Dom}(w_m^{-})$ along the photon-lines too, which in Basax are in 45° relative to $\bar{t}$. Ax3$_{\bar{t}}$ is not better either.

To define Loc$(Th)$ we do the following. We replace Ax4 by its relativization to the domain of $w_m^{-}$, i.e. with $tr_m(m) = \bar{t} \cap \text{Dom}(w_m^{-})$. This latter formula is Ax4$_{\bar{t}}$. Similarly, Ax3$_{\bar{t}}$ says $tr_m(b) = h \cap \text{Dom}(w_m^{-})$ for some $h \in G$. The rest of the localization of a theory is analogous, we look at those axioms which can "pump up" the size of $\text{Dom}(w_m^{-})$ and then reformulate

\textsuperscript{257}In the quoted theorem Newbasax is used instead of Flxbasax but this distinction will be clarified soon.
them by “relativizing” to $\text{Dom}(w_m^\sim)$ as we did in the case of $\textbf{Ax}4$, $\textbf{Ax}3$ ensuring that they retain their original meaning but in such a way that they no longer “pump up” the size of domains. We leave the details to the reader, but we note that they can be found in AMN [18, §4.9]; see also the List of axioms herein.

After this process of relativizing the axioms, we look at the undesirable side-effects of the changes we made. Then we add axioms to eliminate these side-effects. An example of such an axiom is $\textbf{Ax}(\text{syBw})^\text{par}$, which says that the $f_{mk}$’s are betweenness preserving both backwards and forwards. For a detailed definition of the axioms and notation used in Thm.3.2.15 below we refer to the List of axioms, p.A-27.

**Theorem 3.2.15** Assume $n > 2$.

$\text{Loc}(\text{Bax}^{-2}) + \text{Ax}(\text{syBw})^\text{par} \models \text{“there are no FTL observers”}.$

**Proof:** We indicate only some of the ideas involved. First of all, we note that the proof method of Thm.3.2.13 presented way above is relevant here, too. Assume the hypotheses.

Assume there is an FTL observer. This means that there are $m, k \in \text{Obs}$ and a photon $p_{h_1}$ such that $m$ thinks that $p_{h_1}$ and $k$ are moving in the same direction and $k$ is faster than $p_{h_1}$. Further, $p_{h_1}$ and $k$ meet. Figure 59 shows the idea of deriving from this the conclusion that $v_m(k') = \infty$ for some observer $k'$. From this we derive a contradiction. This last part of the proof uses a lemma of geometric nature which the present author proved as Lemma 4.9.16 in AMN [18]. For lack of space we do not recall that lemma or the remaining part of the proof. For a detailed proof of the present theorem we refer to AMN [18, §4.9, Thm.4.9.14 (pp.687–693)].

We stated Theorem 3.2.15 – though we do not have space for its precise formulation and proof – because we think it is an important generalization of Thm.3.2.13, so we regard it as a result of the present work which has to be mentioned.

Besides $\text{Loc}(-)$, we promised a third operator $\textbf{Reich}(-)$ called Reichenbachization of our theories. Reichenbach started out from the idea that the Michelson–Morley experiment measured only the two-way speed of light and not the one-way speed of light. (The two-way speed is characterized by the time needed to go from a source to a mirror and come back) As it is summarized e.g. in Szabó [244], ever since Reichenbach discovered this, nobody could come up even with a thought experiment which would determine the one-way speed of light. Therefore, using Occam’s razor, followers of Reichenbach suggested to treat the one-way speed of light as “unknowable” (analogously to the aether) and replace throughout the axioms of our theory the one-way speed of light by the two-way speed of light. E.g. instead of saying that the speed of light is the same in all directions (e.g. as in $\text{Bax}$) we should say that the two-way speed of light is the same in all directions. If we start out with $\text{Basax}$, then the resulting theory is called $\textbf{Reich}(\text{Basax})$. More generally, if we start out with $\text{Th} \in \{\text{Bax}^{-}, \ldots, \text{Basax}\}$, then the resulting theory is denoted as $\textbf{Reich}(\text{Th})$. We hope that the idea is clear enough, the detailed mathematical definition of $\textbf{Reich}(\text{Th})$ is in AMN [18, §4.5 (pp. 553-600)]. Also the properties of $\textbf{Reich}(-)$ are studied there, e.g. there we prove a transfer theorem by which the models of $\textbf{Reich}(\text{Th})$ are obtainable from $\text{Mod}(\text{Th})$ by a simple model theoretic construction called relativization. We will occasionally use $\textbf{Reich}(-)$ and the ideas behind it in our next chapter on Geometry. So the reader is asked to contemplate $\textbf{Reich}(-)$ a little bit at this point.

---

258 This is understood only locally, in the following sense. We call $k$ **locally FTL** w.r.t. $m$ iff $(\exists p_{h} \in P_{h})(\exists m \in \text{Obs}) k \cap \text{tr}_m(k) \neq \emptyset$ and $m$ sees $k$ and $p_{h}$ move forwards in the same direction and $v_m(k) \geq v_m(p_{h})$. Now, the conclusion of our theorem says $(\forall m, k \in \text{Obs}) k$ is not locally FTL w.r.t. $m$. 

Figure 59: Illustration of the main idea of the proof of Thm. 3.2.15.
3.2 MORE FLEXIBLE AXIOM SYSTEMS

Finally, we introduce three axioms, \(Ax\bigcirc\), \(Ax(\text{ext})\), \(Ax(\uparrow\uparrow)\) and an axiom system \(\text{BaCo}\). These will come up in the rest of this work, occasionally.

\(Ax\bigcirc\) says, intuitively, that we want to deal with "only the heart" of relativity theory in the sense of p.vii herein and of AMN [18, item (IV) (p.8) of the Introduction]. To achieve this effect, this axiom excludes all bodies except photons and observers. Formally

\[
(Ax\bigcirc) \quad B = \text{Obs} \cup \text{Ph}. \quad \text{259}
\]

\(Ax(\text{ext})\) is analogous to the axiom of extensionality of set theory. It says, roughly, that if all "properties" of two things (of sort \(B\)) coincide, then they must be the same.\text{260}

\[
Ax(\text{ext}) \quad (\forall m, k \in \text{Obs}) \ [w_m = w_k \Rightarrow m = k] \quad \land \\
(\forall b, b_1 \in B \setminus \text{Obs})(\forall m \in \text{Obs}) \ [tr_m(b) = tr_m(b_1) \Rightarrow b = b_1].
\]

\(Ax(\uparrow\uparrow)\) can be interpreted as saying (something like) that there is such a thing as the "general direction of the flow of time"\text{261}. More concretely, it says that every observer sees the clock of every other observer running forward. This will be formalized on p.176.

The name \(\text{BaCo}\) refers to the fact that this is an extension of \(\text{Basax}\) aiming for completeness.

\[
\text{BaCo} \overset{\text{def}}{=} \text{Specrel} + Ax\bigcirc + Ax(\text{ext}) + Ax(\uparrow\uparrow). \quad \text{262}
\]

We note that \(\text{BaCo} \models \text{Specrel} + \text{SPR}^+ + \text{"all the other symmetry axioms discussed in this work".}\text{263}\) Let \(\mathfrak{F}\) be an arbitrary Euclidean field. Then (i) \(\text{BaCo} + \text{Th}(\mathfrak{F})\) is a complete theory (deciding all the formulas of our frame language). Further, (ii) \(\text{BaCo} + \text{Th}(\mathfrak{F})\) is categorical over \(\mathfrak{F}\) in the following sense: \(\text{BaCo}\) admits exactly one model \(\mathfrak{M}\) with \(\mathfrak{F}^{264} = \mathfrak{F}\), up to isomorphism. Further, this \(\mathfrak{M}\) is the standard Minkowski model over \(\mathfrak{F}\). Claims (i),(ii) above are proved in AMN [18]. These are also theorems in AMN [16].

In Figure 60 we summarize the definitions of the theories introduced in this chapter.

\begin{footnotesize}
\begin{itemize}
    \item \(\text{259} \ (\forall b \in B)\text{Obs}(b) \lor \text{Ph}(b)\)
    \item \(\text{260}\) This can be related to Leibniz’s principle of indistinguishables.
    \item \(\text{261}\) This principle is violated, at least in a sense, e.g. by Gödel’s model for general relativity represented on Figure 134 (p.365) at the end of our section of geodesics. Cf. also \(\$2.7\) (“FTL”) for violation of \(Ax(\uparrow\uparrow)\).
    \item \(\text{262}\) This definition of \(\text{BaCo}\) is equivalent to the one given in AMN [18].
    \item \(\text{263}\) This is proved in AMN [18].
\end{itemize}
\end{footnotesize}
Figure 60: The hierarchy (lattice) of the axiom systems defined so far. We start out from the bottom (Pax) and obtain the next axiom system via adding the axioms listed on the right hand side and assigned to the vertical edge by an arrow. E.g. \( \text{Bax}^- = \text{Pax} + (\text{Ax}_{5ph} + \text{Ax}_{E01}) + \text{AxP1} \).
4 Observer-independent geometry

Figure 61: Escher's litograph *Relativity*. 
A note to the reader. In this work, but especially in the introductory sections like §4.1, the footnotes contain more important information than the main text. Therefore, especially during reading §4.1 we recommend that the reader pay more attention to the footnotes than to the main text. We know that this is a highly unusual arrangement, but the logic of the situation forced this arrangement upon us. Namely, this way a reader who has little time can read the main text without looking at the footnotes and he will get a coherent story about what we want to say. But this is at the expense of not learning about the relevant ideas of Kant, Mach, Einstein, Reichenbach, Gödel etc. which, in our opinion, make the subject interesting. If the reader wants to read about these ideas (and about why we do things the way we do) he can find them in the footnotes. We are afraid, if we lifted these interesting ideas from the footnotes into the main text, the main text would lose its coherence (too much detours, rumblings etc). A pleasant way of reading §4.1 might be the following. First read through the main text only (to get a general impression) and then read the main text together with the footnotes paying more attention to the footnotes than to the main text. The same philosophy applies to the whole of this work (Chapters 1 - 4) and not only to §4.1, but to a less pronounced extent.
4.1 Introduction (to the present chapter on geometries)

In this chapter we will see how observer-independent structures can be found in our frame models of relativity theory, i.e. we will show that there is an observer-independent "geometric" structure $\mathfrak{S}_\mathfrak{M}$ inside every model $\mathfrak{M}$ of our frame langtage. We will consider the observer independent geometric structures $\mathfrak{S}_\mathfrak{M}$ (associated with "observer-oriented" models $\mathfrak{M}$) as representing so-called "theoretical" concepts, while we will consider the original $\mathfrak{M}$'s as representing so-called more "observational" concepts. Here, the expressions "observational" and "theoretical" are technical terms explained and used in the relativity books Reichenbach [218], Friedman [91]264, cf. also §1.1(IX) on p.11 of AMN [18] for a brief explanation and motivation for the observational/theoretical distinction.

The key idea is that in some situations or at some level of the development of our scientific theories, certain concepts can be considered more observational while others can be regarded as being more on the theoretical side. For a more careful description of this distinction (and its justification etc.) we refer to Reichenbach [218]. We are aware of the fact that the observational/theoretical distinction is not absolute265, it may change during the development of our scientific theories, etc. but, as Friedman [91] writes on p.4 and on p.31, if we are aware of its limitations and its "tentativeness", it can be used rather fruitfully.266

Next we discuss the role of theoretical/observational concepts in scientific theories. The methodology and ideas we are going to sketch below originate from an intensive and fruitful interaction between the originators of relativity theory, e.g. Einstein on the one part, and the logical positivists267, e.g. Reichenbach, on the other. The key ideas go back to Kant268 (1724-1804), Leibniz (1646-1716) and Occam (1295-1349).269 Cf. e.g. Friedman [91, §1 (pp.3-31)]. (These ideas are also strongly related to ontology, i.e. to the field of research studying the

---

264 The words "observational" etc. come from Friedman [91]. Reichenbach used other expressions with basically the same meaning. E.g. he writes about theory formation: "... it is advantageous to approach the axiomatization in a different fashion. It is possible to start with the observable facts and to end with the abstract conceptualization", cf. [218, pp. 4-5]. Later he writes "... start an axiomatization with so-called empirical facts", also "... this investigation starts with elementary facts as axioms...", cf. [218, p.8]. Cf. also p.174 in Loose [158].

265 e.g. a concept which is observational in one situation may appear as theoretical in another situation.

266 Actually, Friedman [91, p.24, first 30 lines] writes that the birth of the modern form of the observational/theoretical distinction can be credited to Einstein’s fundamental 1916 paper [81, p.117].

267 We are neither supporting nor attacking positivism, we simply want to use these of their ideas which proved useful while avoiding their mistakes e.g. oversimplification.

268 For the (positive) role of Kant cf. e.g. Friedman [91] p.7 lines 8-25 and p.18 lines 14-20.

269 E.g. we mention Leibniz’s principle of identity of indistinguishable concepts, and what became popularly known as Occam’s razor, c.f. e.g. Friedman [91], Hodges [130, pp. 9, 21]. Roughly, Occam’s razor says: do not assume the existence of unnecessary theoretical entities. In passing we note that Leibniz’s principle appears as axiom $C_T$ in algebraic logic (called there Leibniz rule) cf. Henkin-Monk-Tarski [120, Part I, p.172] and Andrela et al. [31]. $C_T$ is the algebraic counterpart of an axiom of first-order logic. (William Occam was a 14-th century English logician. His razor is usually summarized as “Do not assume the existence of more entities than you have to”.)
4.1 INTRODUCTION TO RELATIVISTIC GEOMETRIES

question of which of our theoretical entities exist and in what sense they exist.)\textsuperscript{270}

The methodology (of the above origin) is the following: Assume we want to study a part (or aspect) of the physical world. Then first we build models, like \( M \) in the present work, which involve observational concepts only. I.e. we try to keep the “ingredients” of \( M \) to be on the observational side as much as possible. Then we study \( M \) and develop a theory \( Th \) in the language of \( M \) with \( M \in \text{Mod}(Th) \). After having studied \( Th \) and \( \text{Mod}(Th) \) long enough, we begin to see what kind of new, theoretical, concepts would be useful for understanding \( Th, M \) etc. even better. The methodology of introducing such new theoretical concepts is the following.

By the principles of parsimony (i.e. refinements of Occam’s razor), we require the new, theoretical concepts to be definable by means of first-order logic, over \( M \) (or more generally over \( \text{Mod}(Th) \)). Cf. §4.3 way below for the theory of definability. (The importance of definability is emphasized in the relativity book Reichenbach [218] e.g. on p.3, pp.7-13.) Then we expand our observational model \( M \) with the defined concepts obtaining something like \( M^+ = \langle M, \text{defined concepts} \rangle \) in the hope that the theory of \( M^+ \) will be more “streamlined”, more elegant and more illuminating (than that of \( M \)) in various ways. Indeed, in the present chapter, we will define a streamlined theoretical structure \( \mathcal{G}_{39} \) over the model \( M \), and we will call \( \mathcal{G}_{39} \) the “observer independent geometry” associated with \( M \).\textsuperscript{274} First we will identify what desirable theoretical entities we would like to put into \( \mathcal{G}_{39} \), and then comes the “hard work” of checking whether these new entities are indeed first-order logic definable over \( M \), cf. §§ 4.2.2, 4.3, and Theorems 4.3.22-4.3.25 (p.244) for the definability investigations, while considerations on what should go into \( \mathcal{G}_{39} \) are in §4.2.3 (but cf. also §§ 4.2.1-4.2.5).

Having defined, over \( M \), our structure \( \mathcal{G}_{39} \) of theoretical entities, we expand our observational structure \( M \) with these theoretical entities obtaining the richer structure \( M^+ = \langle M, \mathcal{G}_{39} \rangle \). Our theoretically enriched structure \( M^+ \) corresponds to the structure \( A \) in Friedman [91, p.236] while our observational \( M \) corresponds to the sub-reduct \( B \) of \( A \) on the same page in [91]. In the language of our enriched structure \( M^+ \) we have both theoretical and observational concepts, so we could go on indefinitely studying the theory of our \( M^+ \). However, this is not what we do, because, so to speak, we become greedy to improve our language and our concepts. Namely, if we are lucky, we will find that (not only \( \mathcal{G}_{39} \) is definable over \( M \) but also our observational structure \( M \) is definable over the theoretical \( \mathcal{G}_{39} \). If this is the case, we may forget our original observational structure \( M \), and may stick with the more streamlined

\textsuperscript{270} It is of interest to note how much philosophy influenced the development of relativity. E.g. Mach’s philosophy influenced Einstein in developing general relativity, cf. e.g. Barbour [40] or Friedman [91]. Further, Gödel proved very interesting things about the so obtained general relativity. Gödel’s main motivation came from Kant’s philosophy, he wanted to justify Kant’s views on the nature of time.\textsuperscript{271} Gödel’s results lead up to one of the most exciting parts of modern relativity, namely, to the theory of rotating black holes (closed time-like curves, i.e. “time travel”), at least in some sense. Further, (in a different direction) Gödel’s results show that Einstein’s equations do not imply Mach’s principle, after all (for seeing this in full form one uses Ozsvath’s and Schäcking’s 1969 paper [209]), cf. also Friedman [91, pp. 209-211]. This does not prove that Mach’s principle would not be true, instead it proves only that it is not implied by Einstein’s axioms for general relativity. Cf. e.g. Gödel’s collected works [99, pp. 189-217], and [100, pp. 202-289], and Dawson [70]. Cf. also footnote 281 on p.132. See Figure 134 (p.365) for a visual representation of Gödel’s model satisfying Einstein’s equations but not Mach’s principle. This model usually is called Gödel’s rotating universe.

\textsuperscript{271} In this connection we recommend that the reader read footnote 477 on p.214.

\textsuperscript{272} We present it, here, only in a simplified form.

\textsuperscript{273} “principle of parsimony” = “economy of explanation”, cf. footnote 269

\textsuperscript{274} At the beginning of this chapter it will not be very obvious why we think that \( \mathcal{G}_{39} \) is much more streamlined than \( M \), but around the end of this chapter, in §4.6, we will see that \( \mathcal{G}_{39} \) admits rather streamlined reformulations. Cf. e.g. Theorems 4.6.2,4.6.3 (pp.346,347) and AMN [18, Theorems 6.7.20 (p.1157), 6.7.30 (p.1164), 6.7.37 (p.1166)].
and elegant theoretical structure $\mathfrak{G}_{9n}$.\textsuperscript{275} (The reason for this is that if $\mathfrak{M}$ is definable over $\mathfrak{G}_{9n}$, in a rather concrete sense $\mathfrak{M}$ is “present” \cite{276} or available\textsuperscript{276} in $\mathfrak{G}_{9n}$, e.g. all questions about $\mathfrak{M}$ can be translated into questions about $\mathfrak{G}_{9n}$.\textsuperscript{276}) Very probably, if we are permitted to concentrate on $\mathfrak{G}_{9n}$ and to forget about $\mathfrak{M}$, our investigations of the theory of $\mathfrak{G}_{9n}$ will be more efficient, we will be able to reach deeper insights in a shorter time etc. Motivated by these considerations, in the present work we will prove various results to the effect that the observational “world” $\mathfrak{M}$ is indeed first-order-logic-definable over the theoretical world $\mathfrak{G}_{9n}$. This will be one of the main themes of §4.5.

We will extend these definability results from individual models to axiomatizable classes of models. E.g. if $\text{Mod}(Th)$ is an axiomatizable class of observational models, we will write $\text{Ge}(Th)$ for the corresponding class of theoretical models, i.e. the corresponding class of geometries. Then we will prove that $\text{Ge}(Th)$ is definable over $\text{Mod}(Th)$, and in the other direction, $\text{Mod}(Th)$, too, is definable over $\text{Ge}(Th)$.

Actually, we will do more than this in two respects:

(i) We will prove that $\text{Mod}(Th)$ and $\text{Ge}(Th)$ are definitionally equivalent\textsuperscript{276} which in some sense means that they are different “linguistic representations” of the same theory. (Cf. Thm.4.3.38 on p.261.\textsuperscript{277})

(ii) We will also elaborate a so-called duality theory between $\text{Mod}(Th)$ and $\text{Ge}(Th)$ which is analogous with the various duality theories (adjoint situations, etc.) playing important roles all over mathematics.\textsuperscript{278} We will make the connections with several distinguished duality theories explicit in Appendix A (§§ A.1–A.3), cf. also pp. 293–296, pp. A-15–A-18. This subject is discussed in more detail in AMN [18, §§6.6.5–6.6.7], Remark 6.6.4 (p.1014) and on pp.1096–1107 therein, and also in Madarász et al. [171]. One of the uses of these duality theories is that they establish strong connections between seemingly distant parts of mathematics, and they help us to solve problems in one area by using the methods of another, completely different, area (where the solution to this particular problem might be drastically easier). The above quoted parts\textsuperscript{279} make the unity between the author’s earlier papers, e.g. Madarász [161, 165, 164, 166, 170, 163], Madarász et al. [177, 176, 23, 20] and the present work explicit.

In §4.6 we will use the methods of definability theory for streamlining our “theoretical structure” $\mathfrak{G}_{9n}$ in the spirit outlined way above. Since definability theory plays such a central role in our investigations (as well as in other parts of relativity, cf. e.g. Reichenbach [218]; Friedman [91]), we devoted §4.3 to recalling and further elaborating this theory.

Potential laws of nature, characterization of symmetry principles:

Our theoretical structure $\mathfrak{G}_{9n}$ can also be used in identifying potential laws of nature and in characterization of symmetry principles, as follows. Recall from the introduction of §3.9 of AMN [18] and from §2.8 herein that some of our axioms like $\text{Ax(symm)}$ were called symmetry principles and were regarded as special instances of Einstein’s SPR. In §2.8 and in AMN [18, §3.9] we experimented with giving logical or model-theoretic characterizations for

\textsuperscript{275} In the above sentence we want to refer to a kind of “tension” which regards $\mathfrak{M}$ as being too close “to the original thing being modeled”, detail-oriented or “mossic-like” or coordinate-systems-oriented while $\mathfrak{G}_{9n}$ is regarded to be more “whole-oriented” or more “essence-oriented”. Cf. item (7) on p.185.

\textsuperscript{276} Cf. §4.3 (p.255) for definitionnal equivalence.

\textsuperscript{277} Cf. also Remark 4.3.37 on p.258 and the intuitive text above that remark.

\textsuperscript{278} This duality theory works under weaker conditions needed for (i) above. (Note that definitionnal equivalence between $\text{Mod}(Th)$ and $\text{Ge}(Th)$ automatically implies a very strong form of duality. [Actually what we will call weak definitionnal equivalence is sufficient for this.] However, duality in general does not imply definitionnal equivalence.)

\textsuperscript{279} e.g. Appendix A herein
Einstein’s SPR and for symmetry principles. Cf. Thm.2.8.20 and the first theorem in §3.9 of AMN [18] which is based on Def.3.8.2 (p.298) of AMN [18]. The intuitive idea was, roughly, that Einstein’s SPR says that inertial observers cannot be distinguished from each other by laws of nature. (An equivalent formulation says that the same laws of nature hold for m and k if m, k are inertial observers.) So if \( \varphi(x) \) is a potential law of nature with \( x \) ranging over observers, then \( \mathcal{M} \models \text{“SPR”} \Rightarrow [\mathcal{M} \models \varphi(m) \leftrightarrow \varphi(k)] \), for all inertial observers \( m \) and \( k \) of \( \mathcal{M} \). Moreover, \( \mathcal{M} \models \text{“SPR”} \) iff we have \((\forall m, k \in \text{Obs} \cap \text{In}) \mathcal{M} \models \varphi(m) \leftrightarrow \varphi(k)\), for all potential laws \( \varphi(m) \). The problem with carrying this programme through was that we did not know which formulas of our frame language \( Fm(\mathcal{M}) \) count as potential laws of nature and which formulas are of an “accidental” (or contingent) character (e.g. making some random statement about the state of affairs on the life-line of \( m \), say, at the event where \( m \) sees the origin). For the distinction between “accidental” statements and potential laws cf. e.g. the entry “lawlike generalization” in the Cambridge Dictionary of Philosophy [35]. So, the problem was to provide a logical or model theoretic distinction between those formulas in \( Fm(\mathcal{M}) \) which are regarded as potential laws from those formulas which count only as potential “accidental facts”\(^{280}\). We can use our theoretical structure \( \mathfrak{E}_{\mathfrak{G}} \) for distinguishing those elements of \( Fm(\mathcal{M}) \) which are closer to being potential laws, and also we can use \( \mathfrak{E}_{\mathfrak{G}} \) for characterizing Einstein’s SPR and \( \text{Ax(sy whole)} \) in a model theoretical way. We will not go into this issue in the present work, but we investigated this on pp. 74–91 herein and in §6.1, §6.6.8 in AMN [18]. However, cf. AMN [18, §6.2.8] for related (but different) results.

Let us return to explaining in what sense we regard \( \mathfrak{E}_{\mathfrak{G}} \) as an observer independent geometry (sitting in \( \mathcal{M} \)). Originally, in the Newtonian world-view, there was a common “outside reality” for all observers. In our models \( \mathcal{M} \), each observer has a “kind of private world”, namely, his world-view (determined by \( w_m : nF \rightarrow \mathcal{P}(B) \)). The \( f_{mk} \) transformations tell us how these worlds are connected. However, they do not tell us which of these worlds is the “real one”. Moreover, by Einstein’s SPR these worlds are of equal status. (Of course, one can live with this arrangement forever, there is nothing wrong with it.) The question comes up naturally: Can one find a single “monolithic” (or “fundamental”) reality behind all these “pluralistic” personal worlds? If the answer is yes, we could call this “monolithic” reality the outside reality (behind our experience). All the personalized worlds (i.e. the world-views) could be regarded as different projections of this single outside reality. This situation is analogous with those described by descriptive geometry, where we have a spatial body (or figure) which has a “front-view”, a “side-view”, etc., i.e. which can be viewed from all possible angles or directions. That spatial figure corresponds to our observer independent geometry \( \mathfrak{E}_{\mathfrak{G}} \) while the views (or projections) of that body from possible directions correspond to the “personalized” world-views of our observers \( m \in \text{Obs} \).\(^{30} \) Cf. Fig.62 for descriptive geometry put into analogy with the connections between our single observer-independent geometry \( \mathfrak{E}_{\mathfrak{G}} \) and the many personalized worlds, i.e. the \( w_m \) ’s in \( \mathcal{M} \).

Our observer independent geometry \( \mathfrak{E}_{\mathfrak{G}} \) is intended to serve as such a monolithic outside reality. Indeed, in our duality-theory section (§4.5) we will see that the different personalized world-views (of form \( w_m : nF \rightarrow \mathcal{P}(B) \)) can be recovered from the single geometry \( \mathfrak{E}_{\mathfrak{G}} \), cf. e.g. the definition of functor \( \mathcal{M} \) on p.310.\(^{281}\)

\(^{280}\)Like, “the number of non-inertial bodies present at the origin is smaller than that at coordinates \((1, 0, 0, 0)\)”.

\(^{281}\)There seems to be an analogy here with Kantian philosophy: Namely, \( \mathfrak{E}_{\mathfrak{G}} \) corresponds to the outside world in itself (“Ding an sich”) and each observer creates his “own” world of phenomena via perceiving (in the Kantian sense) the outside world, where Kant emphasizes that each observer contributes to the creation of the world of phenomena (and not only the outside world contributes), cf. Kant [145, 146]. In our case, the contribution of observer \( m \) is his \textit{coordination} of \( \mathfrak{E}_{\mathfrak{G}} \). Cf. Friedman [91, pp.286-287], Reichenbach [217].
Figure 62: Descriptive geometry put into analogy with the connection between the unique $\mathcal{G}_{\mathfrak{M}}$ and the many world-views $w_m$ in $\mathfrak{M}$.

For further introductory thoughts on why we “celebrate” the observer independent character of our geometries $\mathcal{G}_{\mathfrak{M}}$ we refer to items (1)—(11) on pp. 185—186. (That is in sub-section “On the intuitive meaning of the geometry $\mathcal{G}_{\mathfrak{M}}$.”)

On the contents of some of the sections (in this chapter), §4.2 contains the definition of the observer independent geometry $\mathcal{G}_{\mathfrak{M}}$. §4.3 contains the basics of definability theory we will need. §4.5 contains our duality theories between observation-oriented models $\mathfrak{M}$ and observer independent geometries $\mathcal{G}_{\mathfrak{M}}$. More precisely, the duality theories act between axiomatizable classes of frame models and of geometries. §4.6 studies interdefinability of the ingredients (sorts, relations, functions etc) of $\mathcal{G}_{\mathfrak{M}}$, and thereby it aims at simplifying and streamlining $\mathcal{G}_{\mathfrak{M}}$ as a mathematical structure. §4.7 defines and discusses geodesics of $\mathcal{G}_{\mathfrak{M}}$. Geodesics play an essential role in the theory of accelerated observers (to be discussed in AMN [19], [26]) and in the theory of general relativity. Some mathematical results/methods treated in AMN [18] as a part of the Geometry chapter are moved to the Appendix in the present work to make

In passing we also note that Kant’s philosophy of science was continued by the logical positivists, e.g. Carnap [58], Reichenbach [217]. Logical positivism began as a neo-Kantian movement whose central preoccupation was the content/form distinction where the “content” is supplied by the outside world while the “form” is supplied by the observer’s mind (e.g. by his logic). [Here, phenomenon = (content + form).] In Carnap’s works, the “form” part or the part supplied by the mind is logic. (In this respect, our present approach is positively related to those of Carnap and Reichenbach.) Reichenbach emphasizes that the content part, e.g. the basic definitions of the concepts of a theory do change during the evolution (or development) of the theory in question. In agreement with Reichenbach, we think that this is in agreement with the modern view of Kant-oriented philosophy of science. Cf. also footnote 270 on p.130.

282 cf. also the “Accelerated observers” chapter of [24]
the main body shorter (cf. Appendix A).

The figure representing Gödel’s rotating universe (proving e.g. that Einstein’s equations do not imply Mach’s principle), mentioned on p.130, is postponed to the section on geodesics (Figure 134, p.365) because the notion of a geodesic is essential for understanding the picture.
Figure 63: Paving the road towards general relativity by gluing together locally well behaved geometries yielding something globally strange, cf. §4.2.5 for gluing geometries. This Escher picture shows a “paradigm for general relativity” which locally behaves like special relativity: In the picture locally everything is normal, globally it is like time travel via a rotating black hole, cf. Thorne [259] or O’Neil [208] for the latter. Cf. also Fig.61 on p.127.
4.2 Basic concepts

In this section we show how observer-independent structures can be found in our frame models of relativity theory, i.e., we will show that there is an observer-independent “geometric” structure $\mathcal{G}_\mathfrak{M}$ inside every model $\mathfrak{M}$ of our frame language. We will also define the Reichenbachian version $\mathcal{G}_\mathfrak{E}$ of the geometric structure corresponding to a frame model $\mathfrak{M}$ of relativity theory.\footnote{Cf. §4.5 of AMN [18] for what we call the Reichenbachian approach to relativity.}

Conventions, clarifying possible ambiguities: The symbol $\perp$ for orthogonality will be used in the present work in an ambiguous way. Sometimes it denotes Euclidean orthogonality (as defined in §3.1 of AMN [18]) and sometimes it denotes relativistic orthogonality as will be the case in the middle of Definition 4.2.3 below. We hope that context will help. If somewhere we want to emphasize the difference then we will write $\perp_e$ and $\perp_r$ (for the Euclidean and the relativistic version, respectively). We note that the so-called Minkowskian orthogonality is a special case of our relativistic orthogonality $\perp_r$. A further source of ambiguity is the following (issue about where exactly our geometry lives). For a second let $M_n := \mathcal{P}(B)$, where $B$ is the set of bodies for our model $\mathfrak{M}$. (Later we will slightly change this convention but that is beside the point now.) In §2 we had “Lines” $\subseteq \mathcal{P}(n)$ while in the present chapter we will have “Lines” $\subseteq \mathcal{P}(M_n)$. That is, now lines are understood on the set $M_n$ of events, while at the beginning (when we defined frame models) lines were understood on the vector-space $^n\mathbb{F}$. We hope, context will help.

For a class $\mathcal{K}$ of models $\mathfrak{M}$ denotes the class of isomorphic copies of members of $\mathcal{K}$.

**Warning 4.2.1** The word *algebra* is used in 3 different senses, both here and in the literature. These are:

(i) Algebra is a branch of mathematics.

(ii) An algebra\footnote{or equivalently an algebraic structure} is a structure $\mathfrak{A} = \langle A; i \rangle_{i \in I}$ in the sense of universal algebra.\footnote{Here $A$ is an arbitrary set and $f_i : A \rightarrow A$ is arbitrary too (for some $n \in \omega$).}

(iii) An algebra over a field $\mathbb{F}$ is a vector space over $\mathbb{F}$ with an extra binary operation “$\cdot$” as indicated in footnote 1105, p.1101 (§6.6.6, sub-title “On … omnipresence …” item (2)) of AMN [18].\footnote{The literature often writes simply “an algebra” for an algebra over a field.}

4.2.1 Definition of the observer-independent (or relativistic) geometry $\mathcal{G}_\mathfrak{M}$

The reader may find that $\mathcal{G}_\mathfrak{M}$ defined below has too many components; however there is no need to worry, our theory will not be as complicated as suggested by the number of these components as it will be explained in §4.2.6 (Some reducts …). The reader is asked not to be disturbed by the complexity (or size) of the geometry $\mathcal{G}_\mathfrak{M}$. We include here the whole of $\mathcal{G}_\mathfrak{M}$.
only for completeness: We will almost never study the whole \( \mathfrak{G}_{91} \). Most of the time, we will study simpler geometries, e.g. \( \mathfrak{G}_{91} \) defined in the fifth line of Def.4.2.3 or some even simpler variant of this simpler geometry like \( \langle M_n, L; <, \epsilon, eq \rangle \) or \( \langle M_n, L; \epsilon, \perp \rangle \) or the streamlined time-like metric structure \( \langle M_n, \mathbf{F}_1; g^< \rangle \) on p.346 (§4.6.1). Cf. also the beginning of §4.2.6 (p.215).

We would like to emphasize that we want to treat relativistic geometries as abstract structures. An abstract structure is determined only up to isomorphism.\(^{287}\) Therefore it is important to emphasize that relativistic geometries are defined up to isomorphism only, cf. Def.4.2.3(III) (p.146). That is, any isomorphic copy of the observer-independent geometry \( \mathfrak{G}_{91} \) counts as “the geometric counterpart” of the frame model \( \mathfrak{M} \) (where recall, that \( \mathfrak{G}_{91} \) is the observer-independent geometry associated with \( \mathfrak{M} \)). In still other words this means that when studying \( \mathfrak{G}_{91} \) we will concentrate on its isomorphism invariant properties only (as is usual in the structuralist branches of mathematics like algebra). The reason why this is important is explained in Remark 4.2.5 (p.149). Treating \( \mathfrak{G}_{91} \) as abstract structure will make some of our results, e.g. the duality theory, stronger. The fact that we treat isomorphic geometries as identical is important for the philosophy of the present chapter, cf. Remark 4.2.5 (p.149).

More motivation for the definition below will come in §4.2.3 (“On the intuitive meaning of the geometry \( \mathfrak{G}_{91} \”), we would like to, particularly, emphasize Remark 4.2.42 on p.186.

**Notation 4.2.2** \( +F \overset{\text{def}}{=} \{ x \in F : x > 0 \} \). I.e. \( +F \) is the set of positive elements of \( \mathfrak{G} \).

**Definition 4.2.3**

(Observer-independent, relativistic geometry and related definitions)

Let \( \mathfrak{M} \) be a frame model.

(I) The observer-independent geometry \( \mathfrak{G}_{91} \) is a three-sorted structure to be defined below.\(^{289}\) But cf. also the improved geometry \( \mathfrak{G}_{91}^* \) in §4.5.5 (p.332). (The “simplified” geometries \( \mathfrak{G}_{91}^\ast \) and \( \mathfrak{G}_{91} \) will be only two-sorted.)

\[
\mathfrak{G}_{91} \overset{\text{def}}{=} \langle M_n, \mathbf{F}_1, L; LT, L^P, L^S, \in, <, BW, \perp, eq, g, \mathcal{T} \rangle, \quad \text{and}
\]

\( \mathfrak{G}_{91} \) is the \( (g, L^S, \mathcal{T}) \)-free reduct

\[ \mathfrak{G}_{91} \overset{\text{def}}{=} \langle M_n, L; LT, L^P, \in, <, BW, \perp, eq \rangle \]

\(^{287}\)By an abstract structure we understand a class \( K \) of structures such that \( (\forall \mathfrak{A} \in K) K = I \{ \mathfrak{A} \} \). Similarly an abstract class of structures is one which is closed under isomorphisms. As a contrast, a concrete class is usually not closed under \( I \). An example of the abstract/concrete distinction is provided by Stone duality on pp. 1015, 1019 of AMN [18]. The class BA of Boolean algebras is an abstract class (since BA = IBA). The class BSA of Boolean set algebras, i.e. algebras whose operations are the real, set theoretic \( \cup, \cap, \neg \) is a concrete class of structures because if we know the universe \( A \) of an algebra \( \mathfrak{A} \in \text{BSA} \) then from \( A \) the rest of \( \mathfrak{A} \) is recoverable.\(^{288}\) Accordingly BSA \( \neq \text{BSA} = (BA \). Stone’s representation theorem says that every member of the abstract class BA is representable by (i.e. isomorphic to) a member of the concrete class BSA. Cf. also p.147 and Remark 6.6.87 (“On representation theorems . . .”) on p.1106 in AMN [18]. E.g. p.147 \( \text{Geom}(Th) \) will be a concrete class while \( \mathfrak{G}(Th) = I\text{Geom}(Th) \) will be an abstract class. The theorems later saying that for an axiomatizable class \( \text{Mog}(TH) \) of geometries \( \text{Mog}(TH) = I\text{Geom}(Th) \) are typical representation theorems. Cf. e.g. items 4.5.57, A.1.7, A.1.10, A.1.11 (pp. 328, A-4, A-5, A-6). Though these items are not exactly of the desired form “\( \text{Mog}(TH) = I\text{Geom}(Th) \)” they (and the “tools” scattered around them) can be used for obtaining theorems of the desired form. Cf. for more on “concrete”, “abstract”, “axiomatizing” classes and their connections with representation theorems in AMN [18, Remark 6.6.87] and also Németi [204].

\(^{288}\)For the notion of concrete classes of algebras and for the importance of the concrete/abstract distinction cf. Németi [204].

\(^{289}\)Later, in Remark 4.2.5 we will define the geometric counterpart of the model \( \mathfrak{M} \) to be \( I\mathfrak{G}_{91} \).
of $\mathfrak{G}_\mathfrak{M}$, and $\mathfrak{G}_\mathfrak{M}$ is the $(L^T, L^{Ph}, \prec, Bw, eq)$-free reduct

$$G_{\mathfrak{M}} \eqdef \langle Mn, L; \in, \bot \rangle$$

of $\mathfrak{G}_\mathfrak{M}$; where:

1. The universes (or sorts) of $\mathfrak{G}_\mathfrak{M}$ are $Mn$, $F$ (= universe of the structure $\mathfrak{F}_1$) and $L$, while the rest are the relations of $\mathfrak{G}_\mathfrak{M}$.\(^{290}\)

2. $Mn \eqdef \bigcup \{ Rng(w_m) : m \in Obs \} \subseteq \mathcal{P}(B)$. Intuitively $Mn$ is the set of all events in our relativistic model $\mathfrak{M}$. $Mn$ is the set of points of our geometry $\mathfrak{G}_\mathfrak{M}$. We also call $Mn$ space-time manifold, cf. Convention 4.2.6 (p.149). The acronym $Mn$ abbreviates the word manifold.\(^{291}\)

3. $\mathfrak{F}_1 \eqdef \langle F; 0, 1, +, \leq \rangle$ is the ordered group reduct $\langle F; 0, +, \leq \rangle$ of the ordered field $\mathfrak{F}_1$ expanded with the constant 1, where 0 and 1 are the usual zero and one of the field $\mathfrak{F}_1$.

4. 

$$L^T \eqdef \{ \{ e \in Mn : m \in e \} : m \in Obs \cap Ib \} \eq{292}$$

$$L^{Ph} \eqdef \{ \{ e \in Mn : ph \in e \} : ph \in Ph \}.$$ 

I.e. $L^T$, called the set of time-like lines, is the set of life-lines of inertial observers, and similarly $L^{Ph}$, called the set of photon-like lines, is the set of life-lines of photons. Here, life-lines are understood as subsets of $Mn \subseteq \mathcal{P}(B)$, while in earlier parts of this work they were understood as subsets of $\mathfrak{F}$.

---

\(^{290}\)The statuses of all the relations $\in$, $\prec$ etc. should be clear with the possible exception of the topology $T$. We can declare that $T$ is a so-called second-order relation on $Mn$. Equivalently, we could declare that $T$ is the $4^{th}$ sort (or universe) of $\mathfrak{G}_\mathfrak{M}$, and use the set theoretic membership relation $\in_{Mn,T} \subseteq Mn \times T$ to connect $T$ with the remaining sorts. Cf. §4.3 for more detail on this.

\(^{291}\)We do not need the manifold structure on $Mn$ yet. So the reader may safely skip the following. $Mn$ is only the universe of a manifold $Mn$. Assume $Mn$ comes from $\mathfrak{M} \in $ Mod(Pax + Ax($\sqrt{\cdot}$)). Then $Mn \eqdef \langle Mn, \mathfrak{F}; w_m \rangle_{m \in Obs}$. (Here the $w_m$'s are called the maps and $\{ w_m : m \in Obs \}$ is called the atlas of $Mn$.) This structure looks like a manifold except that $\mathfrak{F}$ may be different from $\mathfrak{M}$ and the topology induced on $Mn$ by the coordinatizations $\{ w_m : m \in Obs \}$ may be of an uncountable base. In a generalized manifold we allow the base set to be uncountable but otherwise we do require all the remaining usual properties. So if $\mathfrak{F}_\mathfrak{M} = \mathfrak{M}$ and $\mathfrak{M}$ satisfies some natural conditions then $Mn$ is a generalized manifold. In later generalizations to accelerated observers and towards general relativity we will have to generalize $Mn$ further, e.g. there will be maps much more general than world-views of inertial observers. (Cf. also footnote 96 on p.26 where we indicated generalizations such that $w_m$ becomes a partial function $w_m : \sqcup F \rightarrow Mn$, i.e. $w_m$ coordinatizes a subset of $Mn$ with only a subset of $\mathfrak{F}$. Cf. also Fig.5 on p.10, together with the sentence on p.12 containing reference to footnote 71. Cf. also footnote 198 on p.188 of AMN [18] and Fig.64 on p.191 of AMN [18]. This is of course only a first step in the direction of generalization we are discussing.)

\(^{292}\)In our theories studied so far we always assumed $Obs \subseteq Ib$. The latter is implied by Ax2. Therefore instead of inertial observers i.e. members of $Obs \cap Ib$ we usually talked about simply observers, $Obs$ only, for simplicity (since we knew that $Obs = Obs \cap Ib$ was the case). However, later when studying accelerated observers and other generalizations towards general relativity we will need to pay special attention to $Obs \cap Ib$, since the $Obs$-part of Ax2 (i.e. $Obs = Obs \cap Ib$) will not be assumed any more. This is why at the present point we start to pay attention to the distinction between $Obs$ and $Obs \cap Ib$. (In some sense, in general relativity $Obs \cap Ib$ will be a kind of “backbone” of our theory.) Cf. in connection with these ideas Remark 4.2.42 on p.186.
4.2.1 DEFINITION OF RELATIVISTIC GEOMETRY $\mathfrak{G}_m$

$L^S$ consists of the \textit{space-like lines} of $\mathfrak{M}$ defined as follows:

\[ L^S \overset{\text{def}}{=} \{ w_m[\vec{x}_i] : m \in \text{Obs} \cap I_b, 0 < i \leq n \} , \]

i.e. $L^S$ consists of the $w_m$-images of the spatial coordinate axes (like $\bar{x}$, $\bar{y}$, $\bar{z}$) of $^nF$ for inertial $m$'s.

We note that, assuming $\text{Ax4} + \text{Ax6}_{\text{oo}}$,

\[ L^T = \{ w_m[\vec{t}] : m \in \text{Obs} \cap I_b \} , \]

i.e. $L^T$ consists of the $w_m$-images of the time axis for inertial $m$'s.\(^{293}\)

The set $L$ of all \textit{lines} of $\mathfrak{G}_m$ is defined as

\[ L \overset{\text{def}}{=} L^T \cup L^p_h \cup L^S . \]

Cf. Figure 90 on p.210 for the spirit of working in $M_n$ instead of $^nF$ and for the connections of the two.

5. $\in$ is the set theoretic membership relation between $M_n$ and $L$.\(^{294}\) In other words, $\in$ is the usual \textit{incidence relation} of our geometry $\langle M_n, \ldots, L; \ldots \rangle$.

6. We define the binary relation, called \textit{causality pre-ordering},\(^{295}\) $\prec$ on $M_n$ as follows. Let $e, e_1 \in M_n$. Intuitively, $e \prec e_1$ holds if there is an inertial observer who is present both in $e$ and $e_1$ (i.e. $e$ and $e_1$ are on his life-line) and sees that event $e$ precedes event $e_1$ in time; formally:

\[ e \prec e_1 \iff (\exists m \in \text{Obs} \cap I_b) \ (m \in e \cap e_1 \land (\exists p \in w_m^{-1}(e)) (\exists q \in w_m^{-1}(e_1)) p_t < q_t) . \]

7. The \textit{relation} $Bw \subseteq M_n \times M_n \times M_n$ of \textit{betweenness} is a ternary relation defined as follows: Let $e, e_1, e_2 \in M_n$. Intuitively, $Bw(e, e_1, e_2)$ holds if there is an inertial observer who thinks that event $e_1$ is between events $e$ and $e_2$; formally:

\[ Bw(e, e_1, e_2) \overset{\text{def}}{=} (\exists m \in \text{Obs} \cap I_b)(\exists p, q, r \in ^nF) \left[ w_m(p) = e \land w_m(r) = e_1 \land w_m(q) = e_2 \land \text{Betw}(p, q, r) \right] . \]

\(^{293}\)The difference between the style of definitions of $L^T$ and $L^S$ is connected to the fact (emphasized e.g. by Reichenbach) that in relativity theory $L^S$ is somewhat less tangible than $L^T$, cf. §4.5 of AMN [18] (and the definition of "Reichenbachian" geometries on p.147 herein).

\(^{294}\)In our many-sorted approach we encounter several situations where members of one sort $U_1$ act as sets of members of another sort, say $U_2$. In such situations we use the set theoretical symbol $"\in"$ as the relation connecting $U_2$ and $U_1$, i.e. $"\in" \subseteq U_2 \times U_1$. We can add the names of the sorts involved as indices of $\in$ like $\in_{M_n, L}$ but for simplicity we often omit these indices.

\(^{295}\)The word "causality" in "causality pre-ordering" here is used only because we want to be consistent with the literature. We emphasize that with this word we do not mean to imply that we would have a theory of real causality around at this point. Cf. AMN [18, Remark 6.7.22 on p.1158].

\(^{296}\)Under very mild assumptions on $\mathfrak{M}$, $\prec$ becomes a so-called irreflexive pre-ordering, i.e. $\prec \cup \text{Id}$ is a pre-ordering, i.e. is transitive and reflexive. Note that $e \prec e_1 \Rightarrow e, e_1 \in L^T$, for some $\ell$. We defined $\prec$ in the "existential" style. The universal version $\preceq$ of $\prec$ is defined as follows: $(\exists m \in \text{Obs} \cap I_b)m \in e \cap e_1 \land (\forall m \in \text{Obs} \cap I_b)[m \in e \cap e_1 \Rightarrow (\exists p \in w_m^{-1}(e)) (\exists q \in w_m^{-1}(e_1)) p_t < q_t]$. Under mild assumptions $\preceq$ is a (strict) partial ordering, moreover $\preceq^\ast$ is the antisymmetric part of $\prec$ (i.e. $x \preceq^\ast y \iff [x \prec y \land y \not\prec x]$).
where, we recall from §3, p.119 that $\text{Betw}(p, r, q)$ means that $p, r, q$ are collinear points of $^nF$ and $r$ is strictly in between $p$ and $q$, formally: $r \neq p, q$ and $r = p + \lambda \cdot (q - p)$ for some $0 < \lambda < 1$.

8. In analogy with our notation “$\mathfrak{S}_{2\mathfrak{m}}$”, if we want to indicate that $Mn$ or $L$ comes from $\mathfrak{S}_{2\mathfrak{m}}$ then we will write $Mn_{2\mathfrak{m}}$, $L_{2\mathfrak{m}}$ etc.\footnote{Formally, $Mn_{\text{ex}}$ would be the standard model theoretic notation. However, it is too complicated.}

9. Next we define the derived relation of parallelism in our observer-independent geometries $\mathfrak{S} = \langle Mn, L; \in, Bw \rangle \cong \langle Mn_{2\mathfrak{m}}, L_{2\mathfrak{m}}; \in, Bw_{2\mathfrak{m}} \rangle$, where “$\cong$” is the usual relation of isomorphism between structures (cf. e.g. Conventions 3.1.2, 3.8.4 of AMN [18]). Let $\ell, \ell_1 \in L$. Intuitively, $\ell$ and $\ell_1$ are $\mathfrak{S}$-parallel iff each inertial observer who sees them thinks, they are parallel; formally:

$$\ell \ ||_{\mathfrak{S}} \ell_1 \quad \overset{\text{def}}{=} \quad (\forall a, b, c \in Mn) \left( (Bw(a, b, c) \land a \in \ell \land a \notin \ell_1 \land c \in \ell_1) \Rightarrow \right.$$  
$$[(\exists d \in \ell)(\exists e \in \ell_1)(Bw(d, b, e) \land d \neq a \land$$  
$$(\exists f \in \ell_1)(Bw(a, d, f) \lor Bw(a, f, d) \lor Bw(d, a, f)))] \tag{298}$$

see Figure 64.

![Figure 64: $\ell \ ||_{\mathfrak{S}} \ell_1$.](attachment:image.png)

10. For the definition of (relativistic) orthogonality $\perp = \perp_r$ we need first an auxiliary definition.\footnote{We would like to mention that on p.161 we will give an alternative definition ($\perp^{\mathfrak{S}}_r$) for relativistic orthogonality which is just as natural as the present one and is shorter. The only disadvantage of $\perp^{\mathfrak{S}}_r$ is that it “works” only for $n > 2$.}

Alternative (shorter) definitions of relativistic orthogonality ($\perp_r$) are available in Definitions 4.2.10, 4.2.17 (pp. 156, 161) below, cf. Remark 4.2.9, too.
Ordinals denotes the class of ordinal numbers in the usual set theoretic sense, cf. e.g. Handbook of Mathematical Logic [44].

The definition of convergence given below agrees with what one would intuitively expect, cf. Figure 65.

**Definition:** Let \( \alpha \in \text{Ordinals} \). Let \( \mathcal{S} \in {}^\alpha L \) (i.e. \( \mathcal{S} \) is an \( \alpha \)-sequence of lines) and \( \ell \in L \). Then we say that \( \mathcal{S} \) **converges to** \( \ell \) iff

\[
(\exists p \in Mn) \left[ (\forall i \in \alpha)(p \in \mathcal{S}(i) \cap \ell) \land \\
(\exists \ell' \in L) \left( p \notin \ell' \land (\exists q \in {}^\alpha Mn)(\forall i \in \alpha) \left( [q(i) \in \mathcal{S}(i) \cap \ell'] \land \\
(q \text{ converges to some } q^+ \in \ell' \cap \ell \text{ w.r.t. } Bw)^300] \right) \right] ,
\]

see Figure 65.

![Figure 65: \( \mathcal{S} \in {}^\alpha L \) converges to \( \ell \in L \).](image)

First we define **basic orthogonality** \( \perp_0 \subseteq L \times L \). Intuitively, two lines are \( \perp_0 \)-orthogonal if there is an inertial observer who thinks that these two lines coincide with two distinct coordinate axes; formally: Let \( \ell, \ell' \in L \). Then

\[
\ell \perp_0 \ell' \overset{\text{def}}{\iff} \left( (\exists m \in \text{Obs} \cap \text{Ib})((\exists i,j \in n)(i \neq j \land \ell = w_m[\mathcal{F}_i] \land \ell' = w_m[\mathcal{F}_j]) \right) ,
\]

see Figure 66.

The relation of **relativistic orthogonality** \( \perp = \perp_r \) is defined to be the smallest subset of \( L \times L \) containing \( \perp_0 \) and closed under taking limits and parallelism, i.e. \( \perp_r \) is the smallest subset of \( L \times L \) having properties (i)-(iii) below.

\[\begin{align*}
(\text{i}) \quad & \perp_0 \subseteq \perp_r, \text{ i.e. } \ell \perp_0 \ell' \Rightarrow \ell \perp_r \ell' . \\
(\text{ii}) \quad & \perp_r \text{ is closed under taking limits, i.e.}
\end{align*}\]

\[300\text{I.e., } (\exists q^+ \in \ell \cap \ell') (\forall a,b \in \ell') [Bw(a,q^+,b) \Rightarrow (\exists \beta \in \alpha)(\forall \overline{i} \in (\alpha \setminus \beta)) Bw(a,q[\overline{i}],b)].\]
4.2 BASIC CONCEPTS

Figure 66: Illustration for the definition of $\perp_0$.

$$\left( \exists \alpha \in \text{Ordinals} \right) \left( \exists S, S' \in ^\alpha L \right) \left( \forall i \in \alpha \right) \left( S(i) \perp_r S'(i) \right) \quad \land$$

$S$ and $S'$ converge to $\ell$ and $\ell'$ respectively $\implies \ell \perp_r \ell'$,

see Figure 67.\(^{301}\) We note that this property (i.e. that $\perp_r$ is closed under taking limits) can be formulated in the first-order language of the structure $\langle Mn, L; \in, Bw, \perp_r \rangle$, cf. axiom $L_{10}$ on p.331.

(iii) $\perp_r$ is closed under parallelism, i.e.

$$(\ell \perp_r \ell_1 \land \ell' \parallel \ell \land \ell'_1 \parallel \ell_1) \implies \ell' \perp_r \ell'_1.$$ 

In connection with Figure 67, it might be useful to have a look also at Remark 4.2.7 (pp.149–152) and Figure 69 in that remark.

We refer to Remark 4.2.7 (p.149) at the end of §4.2.1 for intuitive motivation (and considerations) for our using limits in the definition of $\perp_r$. That remark might also help in improving our intuitive picture of $\perp_r$ (and perhaps other parts of $\mathfrak{S}_{391}$).

11. The relation $\text{eq} \subseteq ^4 Mn$ of equidistance is a 4-ary relation defined as follows. Intuitively, $\text{eq}(a, b, c, d)$ will mean that segments $\langle a, b \rangle$ and $\langle c, d \rangle$ are of equal length (in some sense).\(^{302}\) First we define the relation $\text{eq}_0$ of basic equidistance. Let $e, e_1, e_2, e_3 \in Mn$. Then

\[^{301}\] Figure 67 is understood in the world-view of an observer, under assuming $\text{Bax}^- + \text{Ax}(\sqrt{\cdot})$. The 8 pictures represent all the possibilities as new “orthogonal pairs” ($\perp_r$-pairs) can be generated by “old orthogonal pairs” ($\perp_{o}$-pairs) by taking limits as described above. For that possible reader who wants to see the “intuitive counterparts” of these pictures in, say, $\text{Basax} + \text{Ax}(\sqrt{\cdot})$ models we suggest concentrating on figures (a), (b), (c). We note that we do not claim that all these 8 possibilities are realized in, say, $\text{Basax}$ models. (Though, in passing we note that, (a), (b), (c), (d), (f), (h) do occur, and we did not check with the rest.)

Figure 67: “Taking the closure of \(\perp_0\) under limits”. 
\[eq_0(e, e_1, e_2, e_3) \overset{\text{def}}{=} (\exists m \in \text{Obs} \cap \text{Ib})(\exists i, j \in n)(\exists p, q \in \hat{x}_i)(\exists r, s \in \hat{x}_j) \left( |p - q| = |r - s| \land w_m(p) = e \land w_m(q) = e_1 \land w_m(r) = e_2 \land w_m(s) = e_3 \right).\]  

Intuitively, segments \(\langle e, e_1 \rangle\) and \(\langle e_2, e_3 \rangle\) are \(eq_0\)-related if there is an inertial observer \(m\) who "thinks" that the distance between \(e\) and \(e_1\) is the same as the distance between \(e_2\) and \(e_3\) (and sees the segments \(\langle e, e_1 \rangle\) and \(\langle e_2, e_3 \rangle\) on some [perhaps different] coordinate axes).

Now we define \(eq\) to be the transitive closure of \(eq_0\) understood as a binary relation between pairs of points (cf. Figure 68); in more detail: First for every \(i \in \omega\) we define \(eq_{i+1}\) as follows.

\[eq_{i+1} \overset{\text{def}}{=} \{ \langle a, b, c, d \rangle \in 4Mn : (\exists e, f \in Mn) \langle a, b, e, f \rangle, \langle e, f, c, d \rangle \in eq_i \}.\]

Now,

\[eq \overset{\text{def}}{=} \bigcup \{ eq_i : i \in \omega \}, \text{ see Figure 68.}\]

\[\text{Figure 68: } eq \text{ is defined to be the transitive closure of } eq_0.\]

Instead of \(eq(a, b, c, d)\) sometimes we write \(\langle a, b \rangle \ eq \langle c, d \rangle\). Similarly for \(eq_0, eq_1, \text{etc.}\)

We note that \(eq\) is an equivalence relation (when understood on pairs of points) on the set \(\{ \langle a, b \rangle \in Mn \times Mn : (\exists m \in \text{Obs} \cap \text{Ib})(\exists i \in n) \ a, b \in w_m[\hat{x}_i] \}\).

\[^{303}\text{We could "improve" the definition of } eq_0 \text{ by adding } eq_0(e, e_1, e, e_1). \text{ This would perhaps simplify some of our upcoming statements, but we did not explore this. Further, analogously to the definition of } \perp_r, \text{ if we closed } eq_0 \text{ under taking limits then perhaps the new } eq_0 \text{ would behave better (i.e. if } e, e_1, e_2, e_3 \text{ are on a photon-like line then } eq_0(e, e_1, e_2, e_3) \text{ would be the case).}\]

\[^{304}\text{We note that } (\forall i \in \omega) \ eq_i \subseteq eq_{i+1} \text{ since } eq_0 \text{ is "reflexive", i.e. } [\langle a, b, c, d \rangle \in eq_0 \Rightarrow \langle a, b, a, b \rangle \in eq_0].\]
12. \( g : \mathbb{M}_n \times \mathbb{M}_n \rightarrow F \) is a partial function defined as follows. Let \( e, e_1 \in \mathbb{M}_n \).

Intuitively, the distance between events \( e \) and \( e_1 \) as measured by an inertial observer, call it \( m \), is \( \lambda \) (where \( 0 \leq \lambda \in F \)) iff \( m \) sees both \( e \) and \( e_1 \) happening on the same coordinate axis \( x_i \) with coordinate distance \( \lambda \). Further, the distance between events \( e \) and \( e_1 \) as measured by a photon, call it \( ph \), is \( \lambda \) iff \( \lambda = 0 \) and \( ph \) is present both in \( e \) and \( e_1 \). Now,

\[
g(e, e_1) \overset{\text{def}}{=} \min \{ \lambda \in F : (\exists h \in (\text{Obs} \cap I_b) \cup \text{Ph}) \quad \text{(the distance between } e \text{ and } e_1 \text{ as measured by } h \text{ is } \lambda) \};
\]

Formally:

\[
g(e, e_1) \overset{\text{def}}{=} \min \{ \lambda \in F : (\exists ph \in \text{Ph}) [ph \in e \cap e_1 \land \lambda = 0] \quad \text{or}
(\exists m \in \text{Obs} \cap I_b) (\exists n) (\exists p, q \in x_i) [w_m(p) = e \land w_m(q) = e_1 \land \lambda = |p - q|] \},
\]

if this min exists, otherwise \( g(e, e_1) \) is undefined.

Under mild assumptions, the “min” part of the definition of \( g(e, e_1) \) can be omitted. (More precisely, the essential occurrence of “min” could be omitted.\(^{309}\)) An example of such sufficient assumptions is the axiom of equi-measure \( \text{Ax(eq)} \) below. Intuitively, \( \text{Ax(eq)} \) says that all inertial observers agree on distances (which they can measure).

\[\text{Ax(eq)} (\forall m, k \in \text{Obs} \cap I_b) (\forall i, j \in n) (\forall p, q \in x_i) (\forall p', q' \in x_j)
(w_m(p) = w_k(p') \land w_m(q) = w_k(q')) \Rightarrow |p - q| = |p' - q'|.\]

Connections between \( \text{Ax(eq)} \) and the rest of our axioms are proved by the present author in §6.2.7 of AMN [18]. Among other things, she proves that \( \text{Ax(eq)} \) is equivalent to the other symmetry axioms (most of which were introduced and discussed in §2.8 herein, cf. also the list of axioms herein\(^{311}\)), under some conditions.

Let us note that \( g(e, e_1) \) can easily become undefined, since either (i) there may exist no inertial observer \( m \) who sees \( e \) and \( e_1 \) on the same coordinate axis and no photon \( ph \) who is present both in \( e \) and \( e_1 \) or (ii) there may exist an infinity of inertial observers who measure smaller and smaller distances between \( e \) and \( e_1 \).

We will call \( g \) the \( \text{pseudo-metric}^{312} \) of \( \mathbb{S}_9 \) because it remotely does resemble a metric.

---

\(^{305}\) We could have achieved the “photons measure zero distance” effect by first using inertial observers only and then closing the concept of a distance under taking limits like we did in the definition of \( \perp_r \) (from \( \perp_0 \)).

\(^{306}\) It is important in the definition of \( g \) that we required “\( h \in I_b \)” i.e. we used only inertial observers in measuring distances, because of the twin paradox cf. §2.8.5 (p.139). Namely, by the twin paradox to time-like separated events \( e, e_1 \) we can have accelerated observers who see \( e \) and \( e_1 \) closer and closer\(^{307}\) and therefore \( g(e, e_1) \) would not be defined etc.

\(^{307}\) This closeness would be not a property of \( e \) and \( e_1 \) instead it would only represent the extent of acceleration of the “measuring observer”.

\(^{308}\) As usual, \( \min H \) denotes the minimal element (or smallest element) of the set \( H \) taken in the ordered set \( (F, \leq) \). Note that \( \min H \) need not exist (even if \( \mathbb{S} \) is complete).

\(^{309}\) I.e. before trying to remove \( \min \) we would reformulate the definition of \( g \) according to the following pattern.

\( g(e, e_1) = 0 \) if \( e, e_1 \) are on a photon-like line, otherwise \( g(e, e_1) = \min \{ \lambda \in F : (\exists m \in \text{Obs} \cap I_b) \ldots \} \).

\(^{310}\) Cf. footnote 306 on p.145.

\(^{311}\) Einstein’s \( SPR^+ \) is also a symmetry principle, cf. p.84.

\(^{312}\) In the relativity book Rindler [222, p.62 footnote 1] the expression “pseudo-metric” is used the same way as we use it here. For completeness we note that several other relativity works use a slightly different terminology. Namely, our \( g : \mathbb{M}_n \times \mathbb{M}_n \rightarrow F \) is a \textit{variant of what}, in certain relativity works, is called a Lorentzian metric cf. e.g. Naber [198, p.83, line 8] or Wald [209, p.23, line 20] or Hawking-Ellis [116] (where a “metric” is really a bilinear function on a vector-space, like our \( ^nF \); however this difference does not effect what is important for the present work).
(of a geometry) and because the elements of $L$ will turn out to be so-called “geodesics” (cf. Def.4.7.2 on p.351) w.r.t. $g$, under very mild assumptions (e.g. $\text{Bax}^{-\alpha} + \text{Ax}(\text{eqm})$). It is important to note that a pseudo-metric $g$ is usually not a metric because e.g. the “triangle inequality axiom of metrics” fails for $g$.\textsuperscript{333}

13. $\mathcal{T}$ is the topology\textsuperscript{344} on $M_n$ determined by pseudo-metric $g$. In more detail:

Let $e \in M_n$, $\varepsilon \in +F$. The $\varepsilon$-neighborhood of $e$ is defined as

$$S(e, \varepsilon) := \{ e_1 \in M_n : g(e, e_1) < \varepsilon \}.\textsuperscript{315}$$

See Figures 123–126 (pp. 343–345) for how such neighborhoods can look like (there we use the word $g$-circle instead of neighborhood). Cf. also Fig.29 on p.51.

Now, the topology $\mathcal{T} \subseteq \mathcal{P}(M_n)$ is the one generated by$\textsuperscript{316}

$$T_0 := \{ S(e, \varepsilon) : e \in M_n, \varepsilon \in +F \},$$

i.e. $T_0$ is a subbase\textsuperscript{317} for the topology $\mathcal{T}$.\textsuperscript{318}

Alternative definitions for the topology part of $\mathfrak{G}_{2n}$ are available in Definition 4.2.30 (p.175).

(II) Structures with the same similarity type\textsuperscript{319} as that of $\mathfrak{G}_{2n}$ are called structures similar to $\mathfrak{G}_{2n}$. By an isomorphism between $\mathfrak{G}_{2n}$ and $\mathfrak{G}_n$ we understand an isomorphism in the usual sense which is a homeomorphism$\textsuperscript{320}$ w.r.t. the topologies $\mathcal{T}_{2n}$ and $\mathcal{T}_n$.\textsuperscript{321} Since $\mathfrak{G}_{2n}$ is a three-sorted structure (with sorts $M_n$, $F$ and $L$) an isomorphism is a usual three sorted isomorphism, i.e. it consists of three functions, one defined on $M_n$, one on $F$, and one on $L$, cf. end of Convention 4.3.1 on p.220. The definition of an isomorphism for structures similar to $\mathfrak{G}_{2n}$, is the same, but as we will see in Convention 4.2.4 (p.148) the membership relations $\in$ of our structures similar to $\mathfrak{G}_{2n}$ always have to coincide with the standard, set theoretic membership relation.\textsuperscript{322}

(III) By a relativistic geometry we understand an isomorphic copy of $\mathfrak{G}_{2n}$, for some frame model $\mathfrak{M}$.\textsuperscript{323}

\textsuperscript{313}Under very mild assumptions on $\mathfrak{M}$, our $g$ does satisfy the axioms $g(a,a) = 0$ and $g(a,b) = g(b,a)$ but it does not satisfy the remaining axioms usually required from metrics cf. e.g. James & James [138, p.232]. One of the axioms which fail for $g$ is the triangle inequality $g(a,b) + g(b,c) \geq g(a,c)$, another one is $g(a,b) = 0 \Rightarrow a = b$.

\textsuperscript{314}i.e. $\langle M_n, \mathcal{T} \rangle$ forms a topological space in the usual sense, cf. p.198 for a definition.

\textsuperscript{315}Note that, by our convention on equations involving partial functions, $g(e, e_1) < \varepsilon \Rightarrow (g(e,e_1)$ is defined).

\textsuperscript{316}Where, “topology generated by $T_0$” means taking finite intersections first, and then infinite unions as usual.

\textsuperscript{317}By a subbase for a topological space $\mathfrak{X} = (X, \mathcal{O})$ we understand a set $\mathcal{H} \subseteq \mathcal{O}$ such that $\mathcal{H}$ generates $\mathcal{O}$ by finite intersections and infinite unions i.e. $\mathcal{O} := \{ \bigcup Y : Y \subseteq \bigcap H : H$ is a finite subset of $\mathcal{H} \}$.\textsuperscript{318}

\textsuperscript{318}In the “standard” literature the members of $\mathcal{T}$ are called the open sets of the topology $\mathcal{T}$. Cf. p.198.

\textsuperscript{319}Recall that similarly type = vocabulary.

\textsuperscript{320}We note that a homeomorphism between topologies is what the category theorist would call an isomorphism.

\textsuperscript{321}Because of the presence of $g$, the homeomorphism condition is automatically satisfied, but in reducts from which $g$ has been omitted this condition will become nontrivial.

\textsuperscript{322}When looking at structures similar to $\mathfrak{G}_{2n}$ we always assume that they satisfy the axiom of extensionality for $\in$.

\textsuperscript{323}Therefore a relativistic geometry is nothing but the observer-independent geometry of some model $\mathfrak{M}$.\textsuperscript{324}
4.2.1 DEFINITION OF RELATIVISTIC GEOMETRY $\mathfrak{G}_{\mathfrak{M}}$

Let $Th$ be a set of formulas in our frame language for relativity theory. Then the classes of relativistic geometries $\text{Geom}(Th)$ and $\text{Ge}(Th)$ associated with $Th$ are defined as follows.

Recall that for a class $K$ of models $\textbf{IK}$ denotes the class of isomorphic copies of members of $K$.

Now,

$$\text{Geom}(Th) := \{ \mathfrak{M} : \mathfrak{M} \in \text{Mod}(Th) \},$$

$$\text{Ge}(Th) := \text{IGeom}(Th), \text{ i.e.}$$

$$\text{Ge}(Th) = \{ \mathfrak{G} : (\exists \mathfrak{M} \in \text{Mod}(Th)) \mathfrak{G} \cong \mathfrak{M} \}.$$

We will use the just introduced notation $\text{Ge}(Th)$ in the spirit of Convention 4.2.4 (p.148) below.

In the terminology of algebraic logic $\text{Geom}(Th)$ is a concrete class while $\text{Ge}(Th)$ is an abstract class of structures. The distinction between the two becomes important in duality theories (cf. §4.5 way below) and “representation theorems”. Cf. footnote 287 on p.137, AMN [18, Remark 6.6.87 (p.1106)] and e.g. Andréka-Némethi-Sain [31, the Remark below Def.42].

By a $Th$ geometry we understand a member of $\text{Ge}(Th)$. E.g., we will talk about Basax geometries. In the same spirit when in a theorem we discuss relativistic geometries then by writing “assume $Th$” we mean that the geometries in question are in $\text{Ge}(Th)$.

(IV) We define the relations $\equiv_T, \equiv_{Ph}, \equiv^S \subseteq Mn \times Mn$ as follows.

$$e \equiv_T e_1 \iff (\exists \ell \in L^T) e, e_1 \in \ell.$$  
$$e \equiv_{Ph} e_1 \iff (\exists \ell \in L^{Ph}) e, e_1 \in \ell.$$  
$$e \equiv^S e_1 \iff (\exists \ell \in L^S) e, e_1 \in \ell.$$  

Intuitively: $e \equiv_T e_1$, that is $e$ and $e_1$ are time-like separated, iff there is an inertial observer $m$ which is present both in $e$ and $e_1$, $e \equiv_{Ph} e_1$, that is $e$ and $e_1$ are photon-like separated, iff there is a photon $ph$ which is present both in $e$ and $e_1$. Further, $e$ and $e_1$ are called space-like separated iff $(\exists m \in \text{Obs} \cap \text{Ib}) m$ thinks that $e$ and $e_1$ are simultaneous.

(V) Let $\mathfrak{G} \cong \mathfrak{G}_{\mathfrak{M}}$. Then the relation $\|_{\mathfrak{G}}$ of parallelism in $\mathfrak{G}$ is defined in item (I).9 above (p.140).

(VI) We define the Reichenbachian version of the geometric structure corresponding to $\mathfrak{M}$ as follows:

$$\mathfrak{G}_{\mathfrak{M}} := \langle Mn, F, L^R, L^T, L^{Ph}, \in, \prec, Bw, g^R, \mathcal{T}^R \rangle,$$

where $Mn, F, L^T, L^{Ph}, \prec, Bw$ are as defined in item (I), $\in$ is the set theoretic membership relation between $Mn$ and $L^R := L^T \cup L^{Ph}$ and $g^R, \mathcal{T}^R$ are defined in items 1 and 2 below.

1. $g^R(e, e_1) := \min \{ \lambda \in F : (\exists ph \in Ph) [ ph \in e \cap e_1 \land \lambda = 0] \text{ or} (\exists m \in \text{Obs} \cap \text{Ib}) (\exists p, q \in \mathcal{T}) [w_m(p) = e \land w_m(q) = e_1 \land \lambda = |p - q|] \}$.

If this min exists, otherwise $g^R(e, e_1)$ is undefined.

\footnote{In the literature this is often called null-separated. The word null comes from the fact that (if $e \neq e_1$ then $e \equiv_{Ph} e_1 \iff g(e, e_1) = 0$.}

\footnote{The connection between $\equiv^S$ and space-like separateness is discussed in Prop.6.2.36(ii), p.858 of AMN [18].}

\footnote{Cf. §4.5 of AMN [18] for motivation.
2. $T^R$ is the topology on $Mn$ determined by the pseudo-metric $g^R$. In more detail: Let $e \in Mn$ and $\varepsilon \in \uparrow F$. Then

$$S^R(e, \varepsilon) \overset{\text{def}}{=} \{ e_1 \in Mn : g^R(e, e_1) < \varepsilon, e \neq e_1 \}.$$ 

Now, the topology $T^R \subseteq \mathcal{P}(Mn)$ is the one generated by $T^R_0 \overset{\text{def}}{=} \{ S^R(e, \varepsilon) : e \in Mn, \varepsilon \in \uparrow F \}$, i.e. $T^R_0$ is a subbase for the topology $T^R$.\textsuperscript{327}

We note that a somewhat richer, improved version of the geometry $G_{3n}$ will be defined in §4.5.5 on p.332, it will be denoted as $G_{3n}$. 

END OF DEFINITION OF $G_{3n}$ AND RELATED DEFINITIONS.

A discussion of the intuitive meaning of (parts of) $G_{3n}$ will be given on pp. 182–185. Connections with the literature will be discussed beginning with p.215 (§4.2.6).\textsuperscript{328}

The following convention is only a matter of convenience and does not have far reaching consequences. It is motivated by the fact that the axiom of extensionality holds in $G_{3n}$ (for $\varepsilon \in \text{connecting Mn and L}$), therefore it holds in any isomorphic copy $G'_{3n}$ of $G_{3n}$ Therefore we do not lose generality if we assume that $\varepsilon = \text{the real set theoretic membership in } G'_{3n}$, too. To make $\varepsilon$ the real one in $G'_{3n}$ the only change we have to make is renaming the lines. Cf. Convention 2.1.3 (p.10), footnote 294 on p.139 and the text below $\text{Ax}_a$ on p.7.

CONVENTION 4.2.4 Let $G := \langle Mn, \ldots, L; \ldots, \varepsilon, \ldots \rangle \in \text{Geom}(\emptyset)$. By an isomorphic copy $G'$ of $G$ we understand an isomorphic copy in the usual sense as it was explained in item (II) of Def.4.2.3, but with the restriction that $\varepsilon'$ of $G'$ is the real, set theoretic membership relation,\textsuperscript{329} cf. Convention 2.1.3 on p.10.

The definition of $\text{Ge}(Th)$ is understood accordingly. Hence $\text{Ge}(Th) = \{ G' : (\exists G \in \text{Geom}(Th)) G \cong G' \text{ and } \varepsilon' \text{ of } G' \text{ is the real set theoretic membership relation } \}$. Throughout we understand isomorphism closedness of classes of structures in this sense. In this chapter we concentrate on isomorphism closed classes of structures (with the above restriction on $\varepsilon$). It is important to emphasize that isomorphism closed classes of models are more important for us than the rest. We also emphasize that the restriction on $\varepsilon$ does not contradict our philosophy of concentrating on isomorphism closed classes. In particular we consider $\text{Mod}(Th)$.

\textsuperscript{327}We note that under some assumptions the topology $T^R$ agrees with the usual Euclidean topology. E.g. $\text{Reich(Basax) + R(sym) + Ax(Thiv)}$ is enough for this. Further we note that the alternative topologies $T', T''$ (basically equivalent to $T$) defined in Def.4.2.30 (p.175) (see Fig.81, p.176) can be used here in the Reichenbachian approach too as alternative possibilities for defining $G^B_{3n}$.

\textsuperscript{328}In passing, we note that Buschmann [55] obtains very attractive results by using a geometric structure similar to the following version $G^B_{3n}$ of our $G^R_{3n}$. $G^B_{3n} := \langle Mn, F_1, L^T, L^{Ph}, \varepsilon, \prec, g^R, T^R \rangle$. More precisely, but still very roughly speaking, Buschmann uses only (a version of) the $G^B_{3n} := \langle Mn, F_1, \prec, g^R, T^R \rangle$ reduct of $G^B_{3n}$ and recovers $L^T$ as geodesics in the sense of §4.7 way below. ($L^{Ph}$ is definable in Buschmann's structures $G^B_{3n}$). Then he introduces the local version of $G^B_{3n}$ with which he obtains very attractive insights into the problem of obtaining transparent axiomatizations of (aspects of) general relativity. Cf. §4.6.1 (p.346).

\textsuperscript{329}We note that this does not cause loss of generality.
4.2.1 DEFINITION OF RELATIVISTIC GEOMETRY \( \mathfrak{G}_{\mathfrak{m}} \)

and \( \text{Ge}(Th) \) as being closed under isomorphisms. I.e. we consider \( \text{Mod}(Th) = I\text{Mod}(Th) \) and \( \text{Ge}(Th) = I\text{Ge}(Th) \).

Our conventions concerning the symbol \( \in^\mathfrak{G} \) (or \( \in \) of \( \mathfrak{G} \)) can be summarized and clarified by postulating that we are working in an extremely weak version of higher-order logic where \( \in \) is considered as a **logical symbol**. This applies to our frame language as well as to our various geometric languages. For more detail on this (i.e. “\( \in \) and higher-order logic reduced to many-sorted one etc.) we refer to the Appendix (“Why first-order logic?”) of AMN [18]. In order to keep things simple we leave it to the reader to elaborate the logical machinery of treating our various \( \in \) symbols as logical symbols. Cf. e.g. \( \mathfrak{M}^+ \) on p.153 for a case when there are more than one incarnations of the \( \in \) symbol in the same language. In such cases one uses \( \in \) with appropriate subscripts.

\[ \triangledown \]

**Remark 4.2.5** Our convention that we regard isomorphic relativistic geometries as **identical** is important for the philosophy of the present chapter. Without this convention it would be easy to cheat. Namely, it would be too easy to “geometrize” relativity (or any other theory, for that matter) so that from the geometry say \( \mathfrak{G}_{\mathfrak{m}}^+ \) associated with an observational model \( \mathfrak{M} \) all properties of the original model \( \mathfrak{M} \) would be recoverable. E.g. let \( \mathfrak{G}_{\mathfrak{m}}^+ \) be obtained from \( \mathfrak{G}_{\mathfrak{m}} \) (Def.4.2.3) by replacing the universe \( \mathfrak{M} = \text{Points}^{\mathfrak{G}_{\mathfrak{m}}} \) of \( \mathfrak{G}_{\mathfrak{m}} \) by \( \mathfrak{M} \times \{ \mathfrak{M} \} \) in such a way that \( \mathfrak{G}_{\mathfrak{m}}^+ = \mathfrak{G}_{\mathfrak{m}} \) holds. But now it is a trivial matter to recover \( \mathfrak{M} \) from the “concrete” geometry \( \mathfrak{G}_{\mathfrak{m}}^+ \) since \( \mathfrak{M} \) is seating inside the elements of \( \mathfrak{G}_{\mathfrak{m}}^+ \) (we can find it if we are willing to “dig” deep enough along the set theoretic membership relation). Actually \( \mathfrak{M} \) can be obtained by applying the projection function \( \pi_j \) to any element \( e \in \text{Points}^{\mathfrak{G}_{\mathfrak{m}}} = \mathfrak{M} \times \{ \mathfrak{M} \} \). Further \( \mathfrak{M} = \bigcup \pi_j \{ \text{Points}^{\mathfrak{G}_{\mathfrak{m}}} \} \), since \( \bigcup \{ x \} = x \), where \( \pi_j \) is the projection function \( \langle a, b \rangle \mapsto b \) associating the \( 1^{st} \) member of a sequence with the sequence (cf. p.232 for \( \pi_j \)).

But, if we define \( \mathfrak{I}\mathfrak{G}_{\mathfrak{m}} \) (or equivalently \( \mathfrak{I}\mathfrak{G}_{\mathfrak{m}}^+ \)) to be the **geometric counterpart** of \( \mathfrak{M} \) then the above trick does not work (for reconstructing \( \mathfrak{M} \) from its geometric counterpart in a cheap way). Defining the geometric counterpart this way is the same as defining the geometry of \( \mathfrak{M} \) only up to isomorphism.

The presently discussed convention makes some of our theorems in the duality theory section stronger. Moreover, it provides formal justification for Einstein’s remark to the effect that it is interesting that relativistic physics can be fully geometrized, cf. e.g. Misner-Thorne-Wheeler [192].

\[ \triangledown \]

**CONVENTION 4.2.6** Throughout, by the **space-time** of a model \( \mathfrak{M} \) we mean either the geometry \( \mathfrak{G}_{\mathfrak{m}} \) or a reduct of \( \mathfrak{G}_{\mathfrak{m}} \) like e.g. \( \mathfrak{G}_{\mathfrak{m}} \) in Def.4.2.3.(I) (p.138).

\[ \triangledown \]

**Remark 4.2.7** (Intuitive motivation for our definition of \( \bot \))

For simplicity, in the present discussion we are assuming \( \text{B}x\mathfrak{G}(4) + \text{A}x(\text{Triv}) + \text{A}x(\uparrow\uparrow) + \text{A}x(\sqrt{\cdot}) \) but most of these assumptions are not essential (i.e. they could be eliminated on

---

\(^{330}\)It is not necessary to understand this formula, for understanding the rest of this work.

\(^{331}\)For any structure \( \mathfrak{G} \), \( \mathfrak{I}\mathfrak{G} := I\mathfrak{G} \) is the class of isomorphic copies of \( \mathfrak{G} \).

\(^{332}\)i.e. we insist on **“geometric counterpart of \( \mathfrak{M} \) = \( \mathfrak{I}\)geometric counterpart of \( \mathfrak{M} \)**

\(^{333}\)Geometrizability of relativity (or any other theory) would be vacuously true without the condition **“geometric counterpart of \( \mathfrak{M} \) = \( \mathfrak{I}\)geometric counterpart of \( \mathfrak{M} \)**.

\(^{334}\)We note that for the case \( n = 2 \) Goldblatt [102] defines \( \bot \) practically the same way as we do, and he provides intuitive motivation which is also similar to ours (i.e. uses limits) cf. Goldblatt [102, p.6 lines 9-6 bottom up and p.8 first 6 lines].
the expense of making the text longer). In particular \( c_m \) is the speed of light for \( m \). Also, throughout the present remark we assume \( n = 4 \) (i.e. we are in four dimensions) but, when it does not matter, we often talk as if we were in three dimensions e.g. this is what we do in the pictures.

We would like to base our definition of \( \perp_r \) on the intuitive observer-oriented notions in \( \mathfrak{M} \). So, what corresponds to orthogonality in \( \mathfrak{M} \)? Well, two coordinate axes of any observer are considered “orthogonal”. So, we would like to say that two lines are \( \perp_r \)-orthogonal if some observer thinks that they are parallel with two of his coordinate axes. The problem with this is that no photon-like line will be orthogonal to any line because photon-like lines are not parallel with any coordinate axis of any observer. The reason for this is, roughly, that no observer can move with the speed of light, i.e. \( v_m(k) \neq c_m \) for any \( m, k \). But this can be circumnavigated because we can have observers whose speed is arbitrarily close to \( c_m \), i.e. we can have a sequence \( k_0, k_1, \ldots \in \text{Obs} \) with \( \lim_{i \to \infty} v_m(k_i) = c_m \).\(^{335} \) Cf. the picture on p.150.

Let such \( m, k_0, k_1, \ldots \) be fixed. Assume

\[
\forall i \ (m \text{ and } k_i \text{ are in strict standard configuration and } m \uparrow k_i).
\]

Now, we are working in the world-view of \( m \). To ensure existence of limits let us work with \( F^\infty \) instead of \( F \). We can try to construct an imaginary observer \( k_\infty \) as the limit of the sequence \( k_0, k_1, \ldots, k_i, \ldots \ (i \in \omega) \) of “real” observers, in some sense.\(^{336} \) So the intuitive idea is to “define” \( k_\infty := \lim_{i \to \infty} (k_i) \)” and \( f_{m k_\infty} := \lim_{i \to \infty} (f_{m k_i}) \). We did not define what we mean by \( \lim_{i \to \infty} (k_i) \), but we can define at least “parts” of this imaginary observer \( k_\infty \) (= \( \lim_{i \to \infty} (k_i) \)). Cf. the picture on p.150. E.g. we can choose the coordinate axes of \( k_\infty \) to be

\[
\vec{t}_\infty := \lim_{i \to \infty} (\vec{t}_i) \ (\in L^\infty), \quad \vec{x}_\infty := \lim_{i \to \infty} (\vec{x}_i), \quad \vec{y}_\infty := \lim_{i \to \infty} (\vec{y}_i), \quad \vec{z}_\infty := \lim_{i \to \infty} (\vec{z}_i),
\]

where we use the notation \( \vec{t}_i = f_{k_0 m}(\vec{t}) \) and \( 1^i_t = f_{k_0 m}(1_t) \), and similarly for \( \vec{x}_i, \vec{y}_i, \vec{z}_i \) and for \( 1^i_x, 1^i_y, 1^i_z \). To ensure existence of the time unit vector \( 1^\infty_t \) of the imaginary observer \( k_\infty \), we define the limit of a growing sequence like \( \langle 1, 2, 3, \ldots, i, \ldots \rangle \) of members of \( F \) to be \( \infty \). Further for the sake of (nice behavior e.g. convergence of) the unit vectors we assume \( A \mathbf{x}(\text{symm})^\dagger \). However, at the same time we would like to emphasize, that for the present argument about

\[^{335} \text{It is possible that we need sequences longer than } \omega \text{ for this limit to exist but that does not change anything essential.}\]

\[^{336} \text{For a similar train of thought (or construction) cf. AMN [18, Figure 254 on p.749 and §5.1 (pp. 744–750)].}\]

\[^{337} \text{For simplicity we write } L^\infty \text{ for } \{ tr_m(ph) : ph \in Ph \}, \text{in the present remark.}\]
\[ 1_t^\infty := \lim_{i \to \infty} (1_t^i), \quad 1_x^\infty := \lim_{i \to \infty} (1_x^i), \quad 1_y^\infty := \lim_{i \to \infty} (1_y^i), \quad 1_z^\infty := \lim_{i \to \infty} (1_z^i). \]

This way we will obtain
\[ \mathbf{t}^\infty = \mathbf{x}^\infty \in \mathbb{L}^\perp, \quad \mathbf{y}^\infty = \mathbf{y}, \quad \mathbf{z}^\infty = \mathbf{z}, \quad 1_y^\infty = 1_y, \quad 1_z^\infty = 1_z; \]
\[ 1_t^\infty = 1_x^\infty = \text{“the infinitely long vector pointing in the photon-like direction $\mathbf{t}^\infty$”}. \]

More formally,
\[ 1_t^\infty = 1_x^\infty = (\infty, \infty, 0, 0). \]

See Figure 69. In the present remark, \( \text{Space}_k \) denotes the hyper-plane which \( m \) “thinks” is \( k \)'s space. I.e. \( \text{Space}_k \) is the \( f_{km} \)-image of the hyper-plane \( \text{Space} \stackrel{\text{def}}{=} S \subseteq \mathbb{R}^n F \) determined by \( x_1, \ldots, x_{n-1} \). I.e. \( \text{Space}_k = f_{km}[\text{Space}] \). As Figure 69 shows, our imaginary observer \( k^\infty \) has some exotic features. E.g. its space \( \text{Space}_{k^\infty} \subseteq \mathbb{R}^n (F^\infty) \) is a Robb hyper-plane\(^{338} \), i.e. \( \text{Space}_{k^\infty} \) is a hyper-plane tangent to the light-cone. It contains \( \mathbf{y}, \mathbf{z} \) and a photon-like line \( \mathbf{t}^\infty = \mathbf{x}^\infty \). Though \( k^\infty \) is only an imaginary observer, studying its mathematical structure can give us insight e.g. to the structure of \( \mathfrak{G}_{\mathfrak{m}} \). \( k^\infty \) does not satisfy our axiom \( \text{Ax600} \), i.e. \( k^\infty \) does not see most of the events \( m \) sees, but \( k^\infty \) does see the events on \( \text{Plane}(\mathbf{y}, \mathbf{z}) \) since \( 1_y^\infty \) and \( 1_z^\infty \) are finite (and agree with \( 1_y \) and \( 1_z \), respectively). In the direction \( (1, 1, 0, 0) \) however \( k^\infty \) is “blind”:

---

\(^{338}\)Cf. e.g. Robb [223] or Goldblatt [102] for the Robb hyper-plane (called in [102] Robb threefold) cf. also p.1163 in AMN [18].
the events on his life-line \( \bar{t}_\infty = tr_m(k_\infty) \) he sees only the event at the origin \( \bar{0} \) because \( k_\infty \)'s unit vectors \((1^{\infty}_t, 1^{\infty}_x)\) in this direction\(^{339}\) are too long.

Let us return to relativistic orthogonality \( \perp_r \). Our \( k_\infty \) thinks that his axes \( \bar{t}_\infty, \bar{x}_\infty, \bar{y}_\infty, \bar{z}_\infty \) are orthogonal, therefore according to our philosophy for defining \( \perp_r \) it is natural that we wish to have

\[
\bar{t}_\infty = \bar{x}_\infty \perp_r \bar{t}_\infty \perp_r \bar{y} \perp_r \bar{z} \quad \text{etc.}
\]

How could we achieve this (e.g., \( \bar{t}_\infty \perp_r \bar{y} \)) in a natural way? Well, \( k_\infty \) was obtained from real observers \( k_i \) by taking a limit. Parts of \( k_\infty \) (e.g., the coordinate axes of \( k_\infty \)) were also obtained by the same limit procedure. Therefore, all this suggests that we should close our relativistic orthogonality \( \perp_0 \) up under taking limits and then probably this will yield for us those orthogonal pairs (like \( \bar{t}_\infty \perp_r \bar{t}_\infty, \bar{t}_\infty \perp_r \bar{y} \) etc.) which are coordinate axes of imaginary observers which in turn were obtained by a limit procedure analogous to the one with which we obtained \( k_\infty \).

In passing, we also note the following. \( k_\infty \) thinks that his time axis \( \bar{t}_\infty \) is orthogonal to his space, \( \text{Space}_{k_\infty} \), which in turn is the hyper-plane generated by \( \{ \bar{x}_\infty = \bar{t}_\infty, \bar{y}, \bar{z} \} \). Hence \( k_\infty \) will think that \( \bar{t}_\infty \) is orthogonal to any line in this hyper-plane.\(^{340}\) Thus, any photon-like line in a Robb hyper-plane is expected to be \( \perp_r \)-orthogonal to all lines in that hyper-plane.

Summing it up, on a very-very informal level we could say the following. Of course speed-of-light observers cannot exist. But if they existed they would behave like \( k_\infty \) does.\(^{341}\) In claiming this we are relying on the “rule of thumb” that in physics everything is continuous (i.e., is preserved under taking limits). We emphasize that the above train of thought is not a precise mathematical argument, and it should not be taken too seriously;\(^{342}\) it only serves to help the intuition about some parts of \( S_{2M} \) (especially about \( \perp_r \)).

Concerning the above intuitive remark we also refer to Goldblatt [102, middle of page 13] for an analogous argument.

\[ \langle \]

Besides discussing definability issues and alternative definitions, the next sub-section can also serve to improve our intuitive understanding of certain parts of \( S_{2M} \).

4.2.2 On first-order definability of observer-independent geometry over observational concepts; and alternative definitions for \( \perp_r \), eq, \( T \)

The parts of our observer-independent geometry \( S_{2M} \) can be considered as “theoretical” concepts as opposed to the parts of \( M \) which in turn can be considered as “observational”. Here we use the observational/theoretical distinction as introduced and discussed e.g. in Friedman [91]. The observational/theoretical distinction is known to be relative, hence we are aware of the fact that someone might challenge the observational status of \( M \), but let us consider observationalness of \( M \) as a working hypothesis only. There is a long tradition (going back e.g. to Mach,
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Carnap) in theoretical physics where people try to restrict attention to such theoretical concepts which are \textit{definable} in terms of observational ones\textsuperscript{343}, cf. the introduction to the present chapter (§4.1, p.129), cf. also e.g. Friedman [91]. This (among other things) motivates our asking ourselves\textsuperscript{344} whether parts of $\mathcal{G}_{\text{GR}}$ are definable in first-order logic over $\mathcal{M}$, and more generally whether $\mathcal{G}(\text{Th})$ is definable over $\text{Mod}(\text{Th})$. Indeed, e.g. in Theorem 4.2.40 (p.182) we will see results in the direction that $\mathcal{G}(\text{Th})$ is first-order definable over $\text{Mod}(\text{Th})$, under mild assumptions. Of course, we begin studying definability of $\mathcal{G}_{\text{GR}}$ (over $\mathcal{M}$) by discussing definability of parts of $\mathcal{G}_{\text{GR}}$ over $\mathcal{M}$. In passing, we also note that the above sketched ideas serve as part of the motivation for our section 4.3 on definability (and for our concern for definability issues throughout the present Chapter 4).

We will use the notion of (first-order logic) \textit{definability} of a new structure say $\mathcal{N}^+$ in\textsuperscript{345} an “old” structure, say, $\mathcal{N}$. Here $\mathcal{N}^+$ is an expansion of $\mathcal{N}$ possibly both with new sorts and new relations. Intuitively, $\mathcal{N}^+$ looks like

$$\mathcal{N}^+ = (\mathcal{N}, U_1^{\text{new}}, \ldots, U_j^{\text{new}}; R_1^{\text{new}}, \ldots, R_l^{\text{new}})$$

where $U_i^{\text{new}}$ are new sorts and $R_i^{\text{new}}$ are new relations. Such a definition of $\mathcal{N}^+$ in $\mathcal{N}$ induces an \textit{interpretation} of the language $\text{Fm}(\mathcal{N}^+)$ of $\mathcal{N}^+$ in the language $\text{Fm}(\mathcal{N})$ of $\mathcal{N}$\textsuperscript{346} like

$$\text{inrp} : \text{Fm}(\mathcal{N}^+) \rightarrow \text{Fm}(\mathcal{N}),$$

cf. Theorems 4.3.27 (p.245) and 4.3.29 (p.247) (in those theorems we will write “$\text{Tr}$” instead of “inrp”). In more detail, the basic concepts of “definability theory” (also called “the theory of definability”) elaborated for the case of many-sorted first-order logic (i.e. definability of a new sort) will be discussed in §4.3 beginning with p.218 way below\textsuperscript{347}.

\textbf{CONVENTION 4.2.8} By definability we automatically mean explicit definability throughout the present work, cf. §4.3.2. Similarly, first-order logic definability also means explicit definability. The adjective “first-order logic” is there only to emphasize that our explicit definitions of new relations will be formulas of first-order logic as one would expect. Similarly “definition” means explicit definition in the sense of §4.3.2.

\textbf{Remark 4.2.9} (On first-order definability of $\mathcal{G}_{\text{GR}}$ in $\mathcal{M}$.)

Let $\mathcal{M}$ be a frame model and let $\mathcal{G}_{\text{GR}}$ be the observer-independent geometry corresponding to $\mathcal{M}$ (defined in Def.4.2.3(I) above). We will look into the question whether the ingredients of $\mathcal{G}_{\text{GR}}$ are definable in $\mathcal{M}$ using first-order logic (i.e. using our first-order frame language) or, more boldly, whether $\mathcal{G}_{\text{GR}}$ is first-order definable in $\mathcal{M}$. In the present remark, for simplicity, instead of $\mathcal{M}$ we will use its expansion

$$\mathcal{M}^+ := (\mathcal{M}, \text{Mn}, L; \in_{\text{Mn}}, \in_L)$$

\textsuperscript{343}In our opinion, “definable” should almost always mean definable in some system of logic, e.g. in the logic being used by the “speaker”. Therefore, in the present work, definable always means definable in the language of (many-sorted) first-order logic.

\textsuperscript{344}cf. p.130

\textsuperscript{345}“Definable in” means the same as “definable over”.

\textsuperscript{346}$\text{Fm}(\mathcal{N})$ is the set of formulas in the “language” of $\mathcal{N}$, cf. Convention 4.3.26 (p.245).

\textsuperscript{347}We will return to defining (but only informally) \textit{interpretations} on p.263 Fig.96 and on p.1023 of AMN [18]. Cf. also p.251 and footnote 545 (on p.251). [The above \textit{inrp} : $\text{Fm}(\mathcal{N}^+) \rightarrow \text{Fm}(\mathcal{N})$ is only a special kind of interpretations (involving only one of the many possible ways of using this concept).]
where events $Mn$ and lines $L$ are new sorts as defined in items 2, 4 of Def.4.2.3(I) and $\in_{Mn}, \in_{L}$ are the restrictions of the usual set theoretic membership relation $\in$ to $B \times Mn$ and $Mn \times L$, respectively. We will see in Proposition 4.3.18 (p.240) that

\[(\star) \quad M^+ \text{ is first-order definable in } M, \text{ moreover this definition is uniform for the whole class } FM \text{ of frame models.}\]

This justifies our decision of studying definability in $M^+$ instead of definability in $M$. Whenever below we say that something is definable in $M^+$ then by $(\star)$ above this automatically means that that thing is also definable in $M$. So, we ask ourselves which parts (ingredients) of the geometry $G_M$ are first-order definable in the expanded frame model $M^+$. Let us notice that the definitions of all ingredients of $G_M$, given in Def.4.2.3(I) above, are indeed first-order definitions in $M^+$ except for the relation $\perp_r$ of relativistic orthogonality, the relation $eq$ of equidistance, and the topology $T$. Therefore, it is sufficient to discuss here definability of $\perp_r$, $eq$ and $T$ in $M^+$. Let us turn to doing this.

On $\perp_r$: The relation $\perp_0 \subseteq$ first-order definable. This gives us a promising start (for checking definability of $\perp_r$), but disappointingly, the definition of relativistic orthogonality $\perp_r$ (item 10 of Def.4.2.3.(I) on p.140) involves closing $\perp_0$ up under taking limits, then closing up under parallelism, and then iterating this two-step procedure arbitrarily many times. Clearly this definition in its present form is not a first-order one. As we indicated, we can translate the step of closing up under limits and the step of closing up under parallelism into our first-order frame language, cf. pp. 142, 331, but it is not completely obvious how to translate iteration into first-order logic. (The iteration comes into the picture when we say that $\perp_r$ is the smallest set with certain properties [this happens above item (i) in the definition of $\perp_r$].)

In Definitions 4.2.10, 4.2.17 below we give three alternative definitions for $\perp_r$, which are (i) in the (first-order) language of $M^+$, and (ii) they are equivalent to the original definition of $\perp_r$, under some assumptions on $M$, e.g. $n > 2$ and $\text{Bax}^\oplus + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{Triv}_r) + \text{Ax6}$ (cf. Theorems 4.2.11, 4.2.19). Therefore $\perp_r$ becomes first-order definable in $M^+$, under some assumptions on $M$. Another use of exploring alternatives for $\perp_r$ (and proving equivalence) is that we obtain some insights into “how $\perp_r$ works”.

On $eq$: The relation $eq$ of equidistance (item 11 of Def.4.2.3.(I) on p.142) was defined to be the transitive closure of the relation $eq_0$ of basic equidistance, so it uses the set of natural numbers $\omega$. Being a natural number is usually not first-order definable in $M^+$. Hence the definition of $eq$ is not a first-order definition in $M^+$. Let us recall that for every $i \in \omega$ $eq_i$ was defined to be the “$i$-long-transitive closure” of $eq_0$. Let us notice that the definition of each one of our relations $eq_i$ is indeed a first-order definition in $M^+$. In Theorems 4.2.21, 4.2.22 we will see that $eq_2$ coincides with $eq$ under some assumptions on $M$, e.g. $n > 2$ and $\text{Bax}^\oplus + \text{Ax}(\text{Triv}_r) + \text{Ax}(||) + \text{Ax}(\sqrt{\cdot})$. Hence the relation $eq$ of equidistance becomes first-order definable in $M^+$, under some assumptions on $M$.

On $T$: Let us recall that the topology $T$ was defined from the subbase

$$T_0 = \{ S(e, e) : e \in Mn, e \in +F \}. $$

$348$I.e. $M^+$ is rigidly definable over $M$ in the sense of §4.3.2.

$349$In theory it is possible that one could prove that the above mentioned iteration (of taking limits and parallels) terminates in a bounded finite number of steps, under certain assumptions. If that is the case then the original definition of $\perp_r$ will get translated into our first-order frame language. However, we did not have time to think about this direction. Instead of pursuing this direction (i.e. checking whether iteration stops) we explore alternative definitions for relativistic orthogonality.

$350$Transitive closure is a typical example of (usually) not first-order definable concepts.

$351$If we make no assumptions, $eq$ becomes undefinable in some frame models $M$, cf. Thm.4.2.23 (p.168).
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We will see in Proposition 4.3.19 (p.242) that

\((**\)) the subbase \(T_0\) for \(T\) is first-order definable\(^{352}\) in \(M\), and that this definition is uniform for the whole class \(FM\) of frame models.

By \((**\)) we consider the topology \(T\) as first-order definable in \(M\), however we do not discuss here which basic concepts of topology are first-order definable, e.g. we do not discuss whether the set of open subsets of \(T\) (i.e. \(T\) itself) is first-order definable.

\((***)\) To be honest, we should call \(T\) first-order definable only if a base\(^{353}\), say \(T\), for \(T\) is first-order definable. (This is so because then standard notions of topology, e.g. continuity would become expressible by using \(T\) which in turn is definable.) To pursue this direction we should investigate the question, under what conditions (axioms) does definability of a subbase \(T_0\) imply definability of a base \(T\). However, in the present work we do not want to investigate this direction. Therefore (perhaps slightly misleadingly) we call \(T\) definable if a subbase \(T_0\) for \(T\) is definable. Investigating the question of under what assumptions is a base \(T\) for \(T\) definable (over \(FM\)) remains a task for future research. For a similar notion of explicit definability of a topology \(T\) we refer to the model theory book Barwise-Feferman [45, p.567, lines 5-8, §3.3 (Definability) of Chap.XV].

We will introduce alternative versions \(T’\) and \(T''\) for the definition of the topology part of our observer-independent geometry in Definition 4.2.30 (p.175). From the point of view of first-order definability over \(M\), \(T''\) will behave just as nicely as \(T\) does (cf. Prop.4.3.20, p.243) while to ensure nice behavior of \(T’\) we will assume \(Bax^- + Ax(\sqrt{\cdot})\) (cf. Prop.4.3.21, p.243).

As a corollary of \((*)\), \((**\)) above and Theorems 4.2.11, 4.2.19, 4.2.21, 4.2.22 below we obtain that under reasonably mild assumptions \(Th\) on our models \(M \in Mod(Th)\), the geometry \(G_M\) is \emph{definable in first-order logic} in the structure \(M\). Moreover this definition is uniform for the whole class \(Mod(Th)\), see Theorems 4.3.22 (p.244) and 4.3.24, cf. also Theorems 4.3.25 and 4.2.40. Hence \(G(Th)\) is uniformly definable over \(Mod(Th)\).

As we have already said, more on definability theory can be found in §4.3 way below.

\(<\)

In §4.3 we will give a precise definition of what we mean by first-order definability of \(G_M\) in \(M\) (or over \(M\)). After §4.3 we will prove that \(G_M\) is indeed first-order definable over \(M\), under some mild conditions.

In Definition 4.2.10 below we give two alternative definitions \(\perp'_r\) and \(\perp''_r\) for the relation \(\perp_r\) of relativistic orthogonality. The advantages of the definitions of \(\perp'_r\) and \(\perp''_r\) over the definition of \(\perp_r\) will be that (i) they will be first-order definitions (in the expanded frame models \(M^+\) defined in Remark 4.2.9, p.153) and (ii) they will be easier to understand. However, we consider the definitions of \(\perp'_r\) and \(\perp''_r\) less natural than that of \(\perp_r\), because they (i.e. the definitions of \(\perp'_r\) and \(\perp''_r\)) use case-distinctions, i.e. they distinguish photon-like lines from the rest of the lines, cf. items (iii) and (iv)' of Def.4.2.10 below. In Definition 4.2.17 (p.161) way below we give two further alternative definitions \(\perp''_r\) and \(\perp''_r\) (for relativistic orthogonality) which we consider just as natural as the definition of \(\perp_r\) is. The definition of \(\perp''_r\) will be a first-order one (in the expanded frame models \(M^+\)). In Theorems 4.2.11, 4.2.18 and 4.2.19 below we will see

\(^{352}\)More precisely, \(T_0\) together with “ε-relation” acting between \(Mn\) and \(T_0\) are first-order definable, where definable here means rigidly definable in the sense of §4.3.2.

\(^{353}\)A set \(T \subseteq T\) is called a base for topology \(T\) iff each member (i.e. “open set”) of \(T\) can be obtained as a (possibly infinite) union of sets from \(T\).
that, under some assumptions, all versions of relativistic orthogonality, i.e. $\perp_r$, $\perp'_r$, $\perp''_r$, $\perp^\omega_r$, coincide, cf. Corollary 4.2.20. These theorems imply that $\perp_r$ is first-order definable (in the expanded frame models $\mathfrak{M}^+$ mentioned above), under certain conditions.

**Definition 4.2.10 (Alternatives $\perp'_r$, $\perp''_r$ for relativistic orthogonality $\perp_r$)**

Let $\mathfrak{M}$ be a frame model. $L, L^{ph}$ and the relation of parallelism ($\|_x$) on $L$ are defined in items 4, 9 of Def.4.2.3.(I) (pp. 138–140). We define $\perp'_r \subseteq L \times L$ and $\perp''_r \subseteq L \times L$ as follows.

Intuitively, two lines are $\perp'_r$-orthogonal if they are parallel photon-like lines or there is an inertial observer who thinks that one of the lines coincides with a coordinate axis, call it $\vec{x}_i$, and the other line lies in the subspace determined by two (possibly coinciding) coordinate axes different from $\vec{x}_i$, see the left-hand side of Figure 70. Formally: Let $\ell, \ell' \in L$. Then

$$\ell \perp'_r \ell' \iff \text{(one of (i)-(iii) below holds), \ cf. Figure 70.}$$

![Figure 70: Illustration for the definitions of $\perp'_r$ and $\perp''_r$.](image)

In the formula in item (i) below, if $j = l$ then Plane($\vec{x}_j, \vec{x}_l$) denotes the coordinate axis $\vec{x}_j$ (i.e. Plane($\vec{x}_j, \vec{x}_l$) = $\vec{x}_j$, as one would expect).

(i) $(\exists m \in Obs \cap I_b)(\exists i, j, l \in n)$

$$\left( j \neq l \neq j \land \ell = w_m[\vec{x}_i] \land \ell' \subseteq w_m[\text{Plane}(\vec{x}_j, \vec{x}_l)] \right).$$

(ii) The same as (i) but with $\ell, \ell'$ interchanged.

(iii) $(\ell, \ell' \in L^{ph} \land \ell \|_x \ell').$

Now we turn to defining $\perp''_r$. Intuitively, two lines are $\perp''_r$-orthogonal if they are parallel photon-like lines or there is an inertial observer, call it $m$, who thinks that the two lines are parallel with two different coordinate axes or $m$ thinks that one of the lines coincides with a spatial coordinate axis, call it $\vec{x}_i$, and the other line is the trace of a photon and this photon moves in the (spatial) direction determined by a spatial coordinate axis different from $\vec{x}_i$, see the right-hand side of Figure 70. Formally: Let $\ell, \ell' \in L$.

$$\ell \perp''_r \ell' \iff \text{(one of (i)'-(iv)' below holds), \ cf. Figure 70.}$$

(i)' $(\exists m \in Obs \cap I_b)(\exists i, j \in n)$

$$\left( i \neq j \land w_m[\vec{x}_j], w_m[\vec{x}_l] \in L^{354} \land \ell \|_x w_m[\vec{x}_i] \land \ell' \|_x w_m[\vec{x}_j] \right).$$

---

$^{354}$We note that, assuming $\mathbf{Ax4} + \mathbf{Ax6}_{00}$, $(\forall m \in Obs)(\forall i \in n)\ w_m[\vec{x}_i] \in L.$
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(ii') $\ell' \in L^{\text{ph}} \land (\exists m \in \text{Obs} \cap I_b) (\exists i, j \in n) (0 \neq i \neq j \neq 0 \land \ell = w_m[\bar{x}_i] \land \ell' \subseteq w_m[\text{Plane}(\ell, \bar{x}_j)]$.

(iii') The same as (ii') but with $\ell, \ell'$ interchanged.

(iv') $(\ell, \ell' \in L^{\text{ph}} \land \ell \parallel_{\theta} \ell')$.

For stating the next theorem we introduce two new axioms. The first one is called axiom of disjoint windows $(\text{Ax}(\text{diswind}))$ formulated below. We note that there is a model of $\text{Newbasax}$ in which $\text{Ax}(\text{diswind})$ fails (see Figure 98 on p.275 or Figure 91 on p.211).

\textbf{Ax(diswind)} $(\forall m, k \in \text{Obs} \cap I_b) ((m \rightarrow_{\text{ph}} k \land k \rightarrow_{\text{ph}} m) \Rightarrow m \rightarrow_{\text{ph}} k]$.

The intuitive meaning of $\text{Ax}(\text{diswind})$ is the following. In models of $\text{Bax}^-$ the visibility relation $\rightarrow_{\text{ph}}$ is an equivalence relation on the set of (inertial) observers,\(^{355}\) cf. Theorem 3.2.6 (p.110) and the intuitive text above Theorem 3.3.12 (p.196) of AMN [18]. The “windows” correspond to the equivalence classes of $\rightarrow_{\text{ph}}$. Now, $\text{Ax}(\text{diswind})$ says that there is no photon connecting the windows. Cf. also Figure 91 on p.211 for the intuitive idea of a window. Very roughly, one could say that the window of an observer $m$ is that part of space-time which “unquestionably exists” for $m$.\(^{356}\)

The second new axiom is the auxiliary axiom $\text{Ax}(\text{Triv}_t)^-$ which is a weakened version of $\text{Ax}(\text{Triv}_t)$ (p.82). The advantage of the axiom $\text{Ax}(\text{Triv}_t)^-$ over $\text{Ax}(\text{Triv}_t)$ is that $\text{Ax}(\text{Triv}_t)^-$ can survive the transition from special relativity to general relativity, while $\text{Ax}(\text{Triv}_t)$ might probably not survive this transition. Recall from p.82, that $\text{Ax}(\text{Triv}_t)$ postulates the existence of certain very simple $f_{mk}$ transformations not involving motion (or even changing the time axis $f$). Recall that $\text{Triv} = \{ f : f \text{ is an isometry of } ^n\text{F and } f(1_t) - f(\bar{0}) = 1_t \}$.

Our new, weaker axiom will say less than $\text{Ax}(\text{Triv}_t)$, namely, it will prescribe only what the required $f_{mk}$’s do with the spatial coordinate axes, i.e. what they do with spatial directions $\bar{x}, \bar{y}, \ldots$ but it will not prescribe what they do with e.g. the lengths of the unit vectors $1_t, 1_x, 1_y, \ldots$.

\textbf{Ax}(\text{Triv}_t)^- $(\forall m \in \text{Obs})(\forall f \in \text{Triv}) \left[ f[\bar{t}] = \bar{t} \Rightarrow (\exists k \in \text{Obs})(\forall i \in n) (f_{km}[\bar{x}_i] = f[\bar{x}_i] \land m \uparrow k) \right]$. \(^{355}\)

That is, assume we are given an observer $m$ and a $\text{Triv}$ transformation $f$ that leaves the time-axis fixed. Then $m$ has a brother, call it $k$, such that $m$ thinks that (i) the coordinate axes of $k$ are the $f$-images of the original coordinate axes $\bar{x}_i$, and (ii) the clock of $k$ runs forwards.

Intuitive motivation explaining why we will need $\text{Ax}(\text{Triv}_t)^-$ often can be found on p.182 (beginning of §4.2.3).

\(^{355}\) We note that in $\text{Bax}^-$ all the observers are inertial ones.

\(^{356}\) One could also say that a window is such a part of $\text{Mn}$ which can be obtained in the form $\text{Rng}(w_m)$, for some $m$ (i.e. which can be “coordinatized” by $m$).
THEOREM 4.2.11 $\perp_r$ coincides with both $\perp'_r$ and $\perp''_r$, therefore $\perp_r$ is first-order definable, assuming $Bax^{\oplus} + Ax(\text{Triv}_t)^- + Ax(\text{diswind}) + Ax(\sqrt{\cdot})$. (The assumption is needed for all parts of the statement, e.g. for $\perp_r = \perp'_r$, of course.)

For the axiom compl and the axioms in Figure 71 we refer the reader to the List of axioms (on p.A-19).

$$\mathcal{M} \models Bax^{\oplus} + Ax(\text{Triv}_t)^- + Ax(\sqrt{\cdot}) + Ax(\text{diswind})$$

changing the units of measurement for time

$$\mathcal{M}_1 \models \text{Newbasax} + Ax(\text{Triv}_t)^- + Ax(\sqrt{\cdot}) + Ax(\text{diswind})$$

getting rid of field automorphisms from the $f_{mk}$'s

$$\mathcal{M}_2 \models f_{mk} \in A_{fr} + \text{Newbasax} + Ax(\text{Triv}_t)^- + Ax(\sqrt{\cdot}) + Ax(\text{diswind})$$

changing the units of measurement

$$\mathcal{M}_3 \models Ax(\text{syt}_0) + \text{Newbasax} + Ax(\text{Triv}_t)^- + Ax(\sqrt{\cdot}) + Ax(\text{diswind})$$

changing the direction of flow of time for some observers

$$\mathcal{M}_4 \models Ax(\text{syt}_0) + Ax(\uparrow) + Ax5^+ + \text{Newbasax} + Ax(\text{Triv}_t)^- + Ax(\sqrt{\cdot}) + Ax(\text{diswind})$$

throwing away superfluous bodies

$$\mathcal{M}_5 \models Ax(\text{syt}_0) + Ax(\uparrow) + Ax5^+ + Ax\lor\lor Ax(\text{ext}) + \text{Newbasax} + Ax(\text{Triv}_t)^- + Ax(\sqrt{\cdot}) + Ax(\text{diswind})$$

Figure 71: Illustration for the proof of Thm. 4.2.11. By gradually changing $\mathcal{M}$ we arrive at $\mathcal{M}_5$. For explanation cf. footnote 359.

**Proof:** Assume $n > 2$. A sketch of the idea of the proof is illustrated in Figure 71.

Let $\mathcal{M}, \mathcal{M}_1, \ldots, \mathcal{M}_5$ be as in the figure. We start out with $\mathcal{M}$ and by gradually changing it we arrive at $\mathcal{M}_5$. What is invariant during this process is that the

$$\langle Mn, L; L^T, L^{ph}, L^S, \in, Bw, \perp, \perp'_r, \perp''_r \rangle$$

357 Recall that $\perp_r$ is defined in Def. 4.2.3 (p.140) and $\perp'_r$ and $\perp''_r$ are defined in Definition 4.2.10 above.

358 we mean, definable over $\text{Mod}(Bax^{\oplus} + \ldots)$, of course. First one defines $\mathcal{M}^+ = \langle \mathcal{M}, Mn, L; \in \rangle$ over $\mathcal{M} \in \text{Mod}(\ldots)$ and then $\perp_r$ over $\mathcal{M}^+$. (The point is that for defining $\perp_r$ first we need to have lines.)

359 See Figure 71. Step $\mathcal{M} \mapsto \mathcal{M}_1$ goes exactly as step $\mathcal{M} \mapsto \mathcal{M}_1$ in the proof of item 6.2.89 on p.895 of AMN [18]. Step $\mathcal{M}_1 \mapsto \mathcal{M}_2$ goes as follows: Assume $\mathcal{M}_1 = \langle (B; \text{Obs}, Ph, Ib), \mathcal{G}; \in, W \rangle$. Let $m_0 \in \text{Obs}$
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generalized reducts of geometries corresponding to all these models\(^360\) are isomorphic (actually with the exception of \(\mathcal{M}_5\) these reducts are identical). It can be proved\(^361\)

\[ \mathcal{M}_5 \models \text{Newbasax} + \text{Compl} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}) \]

Therefore \(\mathcal{M}_5\) is a disjoint union\(^362\) of models of \(\text{BaCo} + \text{Ax}(\sqrt{\cdot})\), i.e. it is a disjoint union of Minkowski models\(^363\).

Since the above indicated “geometry reducts” of \(\mathcal{M}\) and \(\mathcal{M}_5\) are isomorphic, to prove the theorem, it is enough to prove its conclusion for Minkowski models. I.e. it is enough to prove that in Minkowski models \(\perp, \perp', \perp''\) coincide. We leave checking this to the reader; but we note that a generalized version of this is proved as Claim 6.2.11 in AMN [18] on p.815.

Assume \(n = 2\). Then we use the first part of Figure 71 involving \(\mathcal{M}, \ldots, \mathcal{M}_3\). For this part the proof is the same as in the \(n > 2\) case (e.g. we use the same geometry reduct). It is not hard to prove that \(\mathcal{M}_3\) is a disjoint union of models of \((\text{Basax} + \text{Ax(syt)} + \text{Ax}(\text{Triv}_1) + \text{Ax}(\sqrt{\cdot}))\), cf. footnote 361. Then it is enough to prove the conclusion for \((\text{Basax} + \text{Ax(syt)} + \text{Ax}(\text{Triv}_1) + \text{Ax}(\sqrt{\cdot}))\). Since \(n = 2\) this is not too hard. We leave this step to the reader; but we note that a generalized version of this is proved as Claim 6.2.11 in AMN [18] on p.815. We note that there is a different, more detailed proof in AMN [18, p.815].

Before defining the third and the fourth versions \(\perp''\) and \(\perp'''\) of our relativistic orthogonality relation we need the definition of the “plane generated by a set of points \(H \subseteq \mathbb{M}\)”. To explain certain technicalities in this definition, we include Proposition 4.2.14 below. To improve readability, we will use the following abbreviations.

**Notation 4.2.12** Let \(\mathcal{G}\) be a relativistic geometry.

(i) We define the binary relation \(\sim\) of **connectedness** on points \(\mathbb{M}_n\) as follows:\(^364\) Let \(e, e_1 \in \mathbb{M}_n\). Then

\[ e \sim e_1 \iff \left( e = e_1 \lor (\exists e_2 \in \mathbb{M}_n) \text{Bw}(e, e_1, e_2) \right) \]

(ii) Let \(a, b, c \in \mathbb{M}_n\). Then

\[ \text{coll}(a, b, c) \iff \left( a \sim b \sim c \sim a \land \right. \]

\[ \left( \text{Bw}(a, b, c) \lor \text{Bw}(a, c, b) \lor \text{Bw}(b, a, c) \lor a = b \lor b = c \lor a = c \right) \]

“\(\text{coll}(a, b, c)\)” abbreviates “\(a, b, c\) are collinear”.

\(^{360}\)\(\mathcal{M}_1, \ldots, \mathcal{M}_5\) be arbitrary, but fixed. For every \(k \in \text{Obs}\) let \(\varphi_k \in \text{Aut}(\mathcal{F})\) be such that \(f_{m, k} = f \circ \varphi_k\), for some \(f \in \text{Afr}\). Such \(\varphi_k\)’s exist by Thm.3.2.6 (p.110) (and e.g. Lemma 3.1.6 (p.163) of AMN [18]). Let \(W' := \{ (k, p, b) \in \text{Obs} \times X \times B : W(k, \varphi_k(p), b) \}\) and \(\mathcal{M}_2 := \langle B, \text{Obs}, \text{Ph}, \text{H}, \mathfrak{g}, G, m, W' \rangle\). For the step \(\mathcal{M}_2 \rightarrow \mathcal{M}_3\) we refer the reader to Figures 96, 97 (p.324) of AMN [18] and to the intuitive model construction on pp. 322–325 of AMN [18]. In step \(\mathcal{M}_3 \rightarrow \mathcal{M}_4\) we change the direction of flow of time for some observers so that \(\text{Ax}(\perp') + \text{Ax5}^\perp\) becomes true, and in step \(\mathcal{M}_4 \rightarrow \mathcal{M}_5\) we throw away some bodies so that \(\text{Ax} \perp' + \text{Ax}(\text{ext})\) becomes true.

\(^{361}\)\(\mathcal{M}_6\) by Thm.3.3.12 (p.196) of AMN [18], by Prop.2.8.15 (p.83), by noticing that \(\text{Ax}(\perp') + \text{Ax}(\text{Triv}_1)^- \models \text{Ax}(\text{Triv}_1)\) and by Thm.2.8.17 (p.84).

\(^{362}\)For disjoint unions of models cf. pp. 196-197.

\(^{363}\)Cf. Def 3.8.42 (p.331) of AMN [18] for Minkowski models.

\(^{364}\)We note that the present notion of connectedness is a completely different thing than the topological notion of connectedness.
Warning: The “real” collinearity relation of our relativistic geometries $\mathfrak{G}$ (to be denoted as $Col$) will be defined later by using the set $L$ of lines and (e.g. in $\text{Ge}(\text{Bax}^-)$) it will not necessarily coincide with the recently defined $coll$. However, the two collinearity relations ($coll$ and $Col$) will coincide in the geometries of models of $\text{Bax} + \text{Ax}(\text{Triv})^- + \text{Ax}(\sqrt{-}) + \text{Ax}(\text{diswind})$. More generally, $coll \subseteq Col$, assuming $\text{Pax} + \text{Ax}(\text{diswind})$, cf. Item 4.5.36 on p.308.

Remark 4.2.13 Assume $\mathcal{M} \in \text{Mod}(\text{Bax}^-)$. Then two events $e, e_1 \in \text{M}_{\mathcal{M}}$ are connected iff there is an observer who sees both of them. I.e.

$$e \sim e_1 \iff (\exists m \in \text{Obs}) \ e, e_1 \in Rng(w_m).$$

PROPOSITION 4.2.14 Assume $\text{Bax}^-$. Then $(\forall a, b, c \in \text{Mn})$

$$coll(a, b, c) \iff (\text{there is an observer who sees that events } a, b, c \text{ are collinear})$$

$(\text{each observer who sees events } a, b, c \text{ "thinks" that they are collinear and some observer sees all of } a, b, c)$.\footnote{This holds by the definitions of $Bw$ and $\sim$.}

Proof: The proposition follows by Thm.3.2.6 (p.110) (and by the definition of $Bw$). \hfill \blacksquare

We note that the directions “$\iff$” in the above proposition hold for any frame model (i.e. the assumption $\text{Bax}^-$ is not needed for these directions).

In Def.4.2.15 below, the first definition we give for $\text{Plane}(H)$ is short, but is not in the first-order language of our geometry $\langle \text{M}_{\mathcal{M}}; \text{Bw}_{\mathcal{M}} \rangle$. This is why, still in Def.4.2.15 we continue discussing alternative definitions for $\text{Plane}(H)$. A similar remark applies to Def.4.2.17 (the definition of $\perp^\omega_T$).

Definition 4.2.15 Let $\mathcal{M}$ be a frame model. Let $\langle \text{Mn}; Bw \rangle \cong \langle \text{Mn}_{\mathcal{M}}; \text{Bw}_{\mathcal{M}} \rangle$.\footnote{\textit{Mn}_{\mathcal{M}}, Bw_{\mathcal{M}} are defined in items 2, 7 of Definition 4.2.3 (1).}

Let $H \subseteq \text{Mn}$.

(i) By $\text{Plane}(H)$ we denote the “plane generated by $H$”, i.e. $\text{Plane}(H)$ is the smallest subset of $\text{Mn}$ having properties 1 and 2 below.\footnote{What we denote by $\text{Plane}(H)$, is usually denoted as $\text{Span}(H)$, in the literature.}

1. $H \subseteq \text{Plane}(H)$.

2. $(a, b \in \text{Plane}(H) \land coll(a, b, c) \Rightarrow c \in \text{Plane}(H)$.)

\footnote{Formally: $(\exists m) [a, b, c \in Rng(w_m) \land (w_m^{-1}(a), w_m^{-1}(b), w_m^{-1}(c) \text{ are collinear})] \land (\forall m) \ [a, b, c \in Rng(w_m) \Rightarrow (\exists m) a, b, c \in Rng(w_m) \land (a, b, c \text{ are collinear})] \land (\exists m) a, b, c \in Rng(w_m)$.}

$\footnote{Formally: $(\forall m) [a, b, c \in Rng(w_m) \Rightarrow (w_m^{-1}(a), w_m^{-1}(b), w_m^{-1}(c) \text{ are collinear})] \land (\exists m) a, b, c \in Rng(w_m)$}.$
As we already said, the above definition of \( \text{Plane}(H) \) is not formulated in first-order logic. (In passing we note, that actually, it is in second-order logic.) Next we prepare for making the definition of \( \text{Plane}(H) \) a first-order logic one (under some mild assumptions). An equivalent definition for \( \text{Plane}(H) \) is the following. First, for every \( i \in \omega \) we define \( \text{Plane}^i(H) \) as follows.

\[
\text{Plane}^0(H) \overset{\text{def}}{=} H,
\]

\[
\text{Plane}^{i+1}(H) \overset{\text{def}}{=} \{ \; c \in Mn : (\exists a, b \in \text{Plane}^i(H)) \text{ coll}(a, b, c) \; \}.
\]

We note that

\[
\text{Plane}^i(H) \subseteq \text{Plane}^{i+1}(H), \quad \text{for any } i \in \omega.
\]

Now we observe, that

\[
\text{Plane}(H) = \bigcup \{ \text{Plane}^i(H) : i \in \omega \}.
\]

(ii) Below we introduce the “first-order version” \( \text{Plane}'(H) \) of \( \text{Plane}(H) \) which will be defined in the first-order language of the structure \( \langle Mn, H, Bw \rangle \). Let us recall that \( n > 1 \) is the dimension of our space-time. We define

\[
\text{Plane}'(H) \overset{\text{def}}{=} \text{Plane}^n(H).
\]

We note that \( \text{Plane}'(H) = \text{Plane}(H) \), assuming \( \mathcal{M} \models \text{Bax}^- \), cf. Prop.4.2.16.

(iii) We write \( \text{Plane}(\ell_1, \ldots, \ell_i) \) for \( \text{Plane}(\ell_1 \cup \ldots \cup \ell_i) \), where \( \ell_1, \ldots, \ell_i \in L \).

\[
\downarrow
\]

**Proposition 4.2.16** Assume Bax\(^-\). Then \( \text{Plane}(H) = \text{Plane}'(H) \).

**On the proof:** A proof can be obtained by items 1g (p.209) and 3b (p.213) of Proposition 4.2.64 way below, cf. also Prop.4.2.14 (p.160). \( \blacksquare \)

Now, we are ready for defining our third and fourth versions \( \perp_r'' \) and \( \perp_r^\omega \) of relativistic orthogonality.

**Definition 4.2.17** (Alternatives \( \perp_r'' \), \( \perp_r^\omega \) for relativistic orthogonality \( \perp_r \)) Let \( \mathcal{M} \) be a frame model. \( Mn, L, \in, Bw, \parallel_\omega \), and the basic relation \( \perp_0 \subseteq L \times L \) of orthogonality are defined in Def.4.2.3.(I). In the present definition we define two alternatives \( \perp_r^\omega \) and \( \perp_r'' \) for the relativistic orthogonality. The definition of \( \perp_r'' \) will be a first-order one over \( \langle Mn, L, \in, Bw \rangle \)\(^{370}\) while that of \( \perp_r^\omega \) will not be such.

(i) \( \perp_r^\omega \) is defined to be the smallest subset of \( L \times L \) having properties 1–4 below.

1. \( \perp_0 \subseteq \perp_r^\omega \), i.e. \( \ell \perp_0 \ell' \Rightarrow \ell \perp_r^\omega \ell' \).
2. \( \perp_r^\omega \) is a symmetric relation, i.e. \( \ell \perp_r^\omega \ell' \Rightarrow \ell' \perp_r^\omega \ell. \)
3. If lines \( \ell, \ell_1, \ell_2 \) concur at point \( e \), with \( \ell_1 \neq \ell_2 \) and \( \ell \) is \( \perp_r^\omega \)-orthogonal to both \( \ell_1 \) and \( \ell_2 \), then \( \ell \) is \( \perp_r^\omega \)-orthogonal to every line through \( e \) in the plane determined by \( \ell_1 \) and \( \ell_2 \), see Figure 72\(^{372}\) formally: Let \( e \in Mn \) and \( \ell, \ell_1, \ell_2, \ell' \in L \). Then

\(^{370}\)Recall that the relation of parallelism \( \parallel_\omega \) was first-order defined over \( \langle Mn, L, \in, Bw \rangle \).

\(^{371}\)We note that in Goldblatt [102, p.115] this is an axiom for a metric affine space called OS1.

\(^{372}\)We note that in Goldblatt [102, p.115] this is an axiom for a metric affine space called OS4.
Figure 72: In the Figure, the little “diamonds” around point \( e \) indicate that lines \( \ell \) and \( \ell_i \) are orthogonal, for \( i \in \{1, 2\} \).

\[
\begin{align*}
[ & e \in \ell \cap \ell_1 \cap \ell_2 \cap \ell' \quad \land \\
& \ell \perp_{\omega} \ell_1 \quad \land \\
& \ell \perp_{\omega} \ell_2 \quad \land \\
& \ell' \subseteq \text{Plane}'(\ell_1, \ell_2)] \\
\Rightarrow & \ell \perp_{\omega} \ell'.
\end{align*}
\]

In such situations we may also say that \( \ell \) is \( \perp_{\omega} \)-orthogonal to the plane \( \text{Plane}'(\ell_1, \ell_2) \).

4. \( \perp_{\omega} \) is closed under parallelism, i.e.

\[
( \ell \perp_{\omega} \ell_1 \quad \land \quad \ell \parallel \ell_1 \parallel \ell_2 \quad \Rightarrow \\
\ell \perp_{\omega} \ell_2. \quad \text{373}
\]

Next we prepare for making the definition of \( \perp_{r}^{\omega} \) a first-order logic one (under some assumptions). An equivalent definition for \( \perp_{r}^{\omega} \) is the following. First, for every \( i \in \omega \) we define \( \perp_{r}^{i} \subseteq L \times L \) as follows. For easier readability, we note that the formulas \( \psi_2^i, \psi_3^i, \psi_4^i \) below correspond to “taking the closure of \( \perp_{r}^{i} \) in one step\(^{374}\)” to properties 2, 3, 4 above, respectively.

\[
\begin{align*}
\perp_{r}^{0} & \defeq \perp_{0}, \\
\perp_{r}^{i+1} & \defeq \{ (\ell, \ell') \in L \times L : \psi_2^i \lor \psi_3^i \lor \psi_4^i \}, \\
\psi_2^i & \defeq \ell' \perp_{r}^{i} \ell, \\
\psi_3^i & \defeq (\exists \ell_1, \ell_2)(\exists e) [ e \in \ell \cap \ell_1 \cap \ell_2 \cap \ell' \quad \land \\
& \ell \perp_{r}^{i} \ell_1 \land \ell \perp_{r}^{i} \ell_2 \land \ell' \subseteq \text{Plane}'(\ell_1, \ell_2)], \\
\psi_4^i & \defeq (\exists \ell_1)(\ell \perp_{r}^{i} \ell_1 \land \ell_1 \parallel \ell').
\end{align*}
\]

We note that \( \perp_{r}^{i} \subseteq \perp_{r}^{i+1} \), for all \( i \in \omega \).

Now we observe, that

\[
\perp_{r}^{\omega} = \bigcup \{ \perp_{r}^{i} : i \in \omega \}.
\]

Let us notice that, for every \( i \in \omega \), \( \perp_{r}^{i} \) is a first-order definition in \( \langle Mn, L; \in, Bw, \perp_0 \rangle \).

\(^{373}\)This property is called axiom OS5 (for metric affine space) in Goldblatt [102, p.116].

\(^{374}\)i.e. to “making one step only in the process of taking the closure”.

---

\[\ell\]

\[\text{Plane}'(\ell_1, \ell_2)\]

\[e\]
(ii) \( \perp^m \) is a first-order definition in \( \langle \mathcal{M}_n, L; \in, Bw, \perp_0 \rangle \). Therefore the definition of \( \perp^m \) is a first-order one in the expanded frame model \( \mathfrak{N}^+ \) defined in Remark 4.2.9 on p.153.

<

**THEOREM 4.2.18** Assume \( \text{Bax}^{\oplus} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}) \). Then \( \perp^\omega = \perp^m \), therefore \( \perp^\omega \) is first-order definable\(^{375}\).

**Proof:** The proof for the case \( n = 2 \) is easy. Namely, if \( n = 2 \) then both \( \perp^\omega \) and \( \perp^m \) coincide with \( \perp_0 \). For the case \( n > 2 \), the theorem follows by the proof of Theorem 4.2.19 below. Namely, in the proof of Thm.4.2.19 we will prove (a) \( \perp^l_l \subseteq \perp^m \) and (b) 1–4 of Def.4.2.17 hold for \( \perp^l_l \), i.e. 1–4 hold when \( \perp^\omega \) is replaced by \( \perp^l_l \) in them. Since \( \perp^m \subseteq \perp^\omega \) and \( \perp^\omega \) is the smallest subset of \( \triangledown \times \triangledown \) having properties 1–4, (a) and (b) imply that \( \perp^l_l = \perp^m = \perp^\omega \).

**THEOREM 4.2.19** Assume \( n > 2 \) and \( \text{Bax}^{\oplus} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}) \). Then \( \perp^l_l \) and \( \perp^m \) coincide, therefore \( \perp^l_l \) is first-order definable\(^{375}\).

The proof will be given below item 4.2.20.

The following is an immediate corollary of Theorems 4.2.11 (p.158), 4.2.18 and 4.2.19.

**COROLLARY 4.2.20** Assume \( n > 2 \) and \( \text{Bax}^{\oplus} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}) \). Then \( \perp^l_l, \perp^m \) coincide (and are definable\(^{375}\)).

**Proof of Thm.4.2.19:** Assume \( n > 2 \).

Let \( \mathfrak{N} \in \text{Mod}(\text{Bax}^{\oplus} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind})) \). By Thm.4.2.11 (which says that \( \perp^l_l, \perp^m \) coincide) it is enough to prove (a) and (b) below, as it was shown in the proof of Thm.4.2.18.

(a) \( \perp^l_l \subseteq \perp^m \), i.e. \( \ell \perp^l \ell' \Rightarrow \ell \perp^m \ell' \).

(b) \( \perp^l_l \) has the properties 1–4 in Def.4.2.17, i.e. 1–4 in Def.4.2.17 hold when \( \perp^\omega \) is replaced by \( \perp^l_l \) in them.

Let \( \mathfrak{M} \) be a model of \( \text{Newbasax} \) obtained from \( \mathfrak{N} \) by changing the units of measurement for time, i.e. \( \mathfrak{M} \) is obtained from \( \mathfrak{N} \) exactly the same way as in the proof of item 6.2.89 on p.896 of AMN [18]. The generalized geometry reducts

\[ \langle \mathcal{M}_n, L; L^T, L^{Ph}, L^S, \in, Bw, \perp^l_l, \perp^m \rangle \]

of \( \mathfrak{M} \) and \( \mathfrak{N} \) coincide. Further,

\[ \mathfrak{M} \models \text{Newbasax} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}) \].

Therefore \( \mathfrak{N} \) is a photon-disjoint union\(^{376}\) of models of \( \text{Basax} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) \). Since the above indicated “geometry reducts” of \( \mathfrak{M} \) and \( \mathfrak{N} \) coincide, it is enough to prove (a) and (b) for \( \text{Basax} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) \)-models. Now, we turn to proving these two statements.

**Proof of (a):** Recall that \( \perp^l_i (i \in \omega) \) is the “\( i \)-long closure” of \( \perp_0 \) to properties 2, 3, 4 in Def.4.2.17 and that \( \perp^m = \perp^l_0 \), cf. Def.4.2.17 (p.161).

Assume \( \text{Basax} + \text{Ax}(\text{Triv}_l)^- + \text{Ax}(\sqrt{\cdot}) \). Let \( \ell, \ell' \in L \) be such that \( \ell \perp^l \ell' \), see the left-hand side of Figure 70 (p.156). Then one of (i)–(iii) in the definition of \( \perp^l_l \) on p.156 hold for
4.2 BASIC CONCEPTS

\[ \ell \perp \ell', \text{ By } \textbf{Ax}(\text{Triv}_I)^-, \text{ in cases (i) and (ii) } \ell \perp \ell'' \text{ holds, cf. Figure 70. Actually, in case (i) } \ell \perp_2 \ell' \text{ and in case (ii) } \ell \perp_2 \ell'', \text{ see Figure 73. So it remains to prove (a) for case (iii).} \]

Assume (iii) holds for \( \ell, \ell' \), i.e. \( \ell, \ell' \in L^p \) and \( \ell \parallel \ell' \), cf. Figure 70. To prove \( \ell \perp \ell'' \) it is enough to prove \( \ell \perp_2 \ell' \) because \( \ell \perp_2 \ell' \) and \( \ell \parallel \ell' \) imply \( \ell \perp_4 \ell' \), i.e. \( \ell \perp_3 \ell' \).

Now, we turn to proving \( \ell \perp_3 \ell \). There is \( m \in \text{Obs} \) and \( ph \in \text{Ph} \) such that

\[ w_m[tr_m(ph)] = \ell. \]

Fix such \( m \) and \( ph \). Without loss of generality we can assume that \( \bar{0} \in tr_m(ph) \subseteq \text{Plane}(\bar{t}, \bar{x}) \) because of \( \textbf{Ax}(\text{Triv}_I)^- \) and \( \textbf{Ax5} \). Throughout the remaining part of the proof of (a) the reader is advised to consult Figure 74. We are in the world-view of \( m \). Let \( P \) be the plane determined by \( \bar{y} \) and \( ph \), i.e.

\[ P := \text{Plane}(\bar{y}, tr_m(ph)), \]

cf. the upper picture in Figure 74. Let \( k \in \text{Obs} \) be such that \( m \) sees that \( k \) passes through \( \bar{0} \) with nonzero speed and lies in \( \text{Plane}(\bar{t}, \bar{y}) \), i.e. \( \bar{0} \in tr_m(k) \subseteq \text{Plane}(\bar{t}, \bar{y}) \) and \( v_m(k) \neq 0 \). Such a \( k \) exists by \( \textbf{Ax5} \). Without loss of generality we can assume that \( f_{mk}(\bar{0}) = \bar{0} \) because of \( \textbf{Ax}(\text{Triv}_I)^- \). Let

\[ \bar{y}_k := f_{km}[S] \cap P, \]

i.e. in the world-view of \( m \) \( \bar{y}_k \) is the intersection of \( k \)’s space part with plane \( P \). Clearly, \( \bar{y}_k \in \text{Eucl} \) and \( \bar{y}_k, \bar{y}, tr_m(ph) \) are pairwise distinct, since \( k \) lies in \( \text{Plane}(\bar{t}, \bar{y}) \), is of nonzero speed as seen by \( m \) and since in the direction of movement clocks get out of synchronism. Without loss of generality, by \( \textbf{Ax}(\text{Triv}_I)^- \), we can assume that the \( \bar{y} \)-axis of \( k \) as seen by \( m \) is \( \bar{y}_k \), formally

\[ f_{km}[\bar{y}] = \bar{y}_k. \]

Let us switch over from the world-view of \( m \) to the world-view of \( k \). We claim that \( k \) sees \( ph \) moving in the spatial direction orthogonal to \( \bar{y} \) (in the Euclidean sense). To prove this

\[ ^{375} \text{we mean, definable over } \text{Mod} (\text{Bax}^{\oplus} + \ldots), \text{ of course. First one defines } L \over \mathfrak{M} \in \text{Mod}(\ldots) \text{ and then } \perp_2 \text{ over } \mathfrak{M} \text{ and } L. \]

\[ ^{376} \text{For disjoint and photon-disjoint union of models cf. item 1 on p.196.} \]

\[ ^{377} \text{and some basic properties of Bax} \]

\[ ^{378} \text{by 5b of Prop.4.2.64} \]

\[ ^{379} \text{and by 5a of Prop.4.2.64} \]

\[ ^{380} \text{Cf. items 1c and 2a of Prop.4.2.64 (p.208).} \]
Figure 74: Illustration for the proof of Thm. 4.2.19.
claim, let $P'$ be the $f_{mk}$ image of $P$, cf. Figure 74. Then $\bar{y} \subseteq P'$. Since $f_{mk}$ takes $\text{LightCone}(\bar{0})$, $P$, $tr_m(ph)$ to $\text{LightCone}(\bar{0})$, $P'$, $tr_k(ph)$, respectively and since $\text{LightCone}(\bar{0}) \cap P = tr_m(ph)$ we get that

$$\text{LightCone}(\bar{0}) \cap P' = tr_k(ph).$$

This and $\bar{y} \subseteq P'$ imply that $\bar{y} \perp e tr_k(ph)$, proving our claim.

Then, by $\text{Ax}(\text{Triv}_1)^-$, we can assume that $k$ sees $ph$ in $\text{Plane}(\bar{r}, \bar{x})$, i.e. $tr_k(ph) \subseteq \text{Plane}(\bar{r}, \bar{x})$.

Then

$$w_m[\bar{y}] \perp^1_r \ell \quad \text{and} \quad w_k[\bar{y}] \perp^1_r \ell,$$

see Figure 74. By this, by $w_m[\bar{y}_k] = w_k[\bar{y}]$ and by $\bar{y}, \bar{y}_k \subseteq P$, we have

$$\ell \perp^2_r w_m[\bar{y}] \quad \text{and} \quad \ell \perp^2_r w_m[\bar{y}_k] \quad \text{and} \quad w_m[\bar{y}], w_m[\bar{y}_k] \subseteq w_m[P].$$

See the upper picture in Figure 74. By item 5b of Prop.4.2.64 (p.213), we have

$$\text{Plane}'(w_m[\bar{y}], w_m[\bar{y}_k]) = w_m[P].$$

This, ($\ast$) and $\ell \subseteq w_m[P]$ imply $\ell \perp^2_r \ell$, which completes the proof of (a).

**Proof of (b):** Assume $\text{Basax} + \text{Ax}(\text{Triv}_1)^- + \text{Ax}(\sqrt{\circ})$. It is easy to check that $\perp^1_r$ has properties 1, 2, 4 in Def.4.2.17. So it remains to prove that $\perp^1_r$ has property 3 in Def.4.2.17. To prove this we will use Minkowskian orthogonality $\perp_{\mu} \subseteq \text{Eucl} \times \text{Eucl}$ which will be introduced in Def.4.2.44 (p.189). Now, by (I)-(II) below and item 5b of Prop.4.2.64, it can be checked that $\perp^1_r$ has property 3 in Def.4.2.17; where (I) holds by item (d) in the proof of Claim 6.2.11 (p.816) of AMN [18] and by the def. of $\perp^1_r$, and (II) can be checked by the definition of Minkowskian orthogonality.

(I) Let $\ell, \ell' \in L$. Then $\ell \perp^1_r \ell' \iff (\forall m)(w_m^{-1}[\ell] \perp_w w_m^{-1}[\ell'])$.

(II) Minkowskian orthogonality has property 3 in Def.4.2.17, i.e. if lines $\ell, \ell_1, \ell_2 \in \text{Eucl}$ concur at point $p \in \mathfrak{n}F$, with $\ell_1 \neq \ell_2$ and $\ell$ is Minkowski-orthogonal to both $\ell_1$ and $\ell_2$, then $\ell$ is Minkowski-orthogonal to every line through $p$ in $\text{Plane}(\ell_1, \ell_2)$, cf. Figure 72.

At this point Thm.4.2.19 is fully proved. \[\blacksquare\]

Let us recall that $eq$ is a 4-ary relation on the set of points $Mn$ of an observer-independent geometry $\mathfrak{G}_w$ and was defined in item 11 of Def.4.2.3(I) (p.142). Further, $eq$ was defined to be the transitive closure of the relation $eq_0$ which was first-order logic defined (in the expanded frame-model $\mathfrak{M}^+$ defined in Remark 4.2.9 on p.153); and $eq_i$ was defined to be the “$i$-long-transitive closure” of $eq_0$. As we have already said in Remark 4.2.9, each one of $eq_i$’s is first-order defined (in $\mathfrak{M}^+$).\[381\]

The next two theorems (4.2.21 and 4.2.22) say that $eq$ is first-order definable in $\mathfrak{M}^+$ under certain conditions.

**THEOREM 4.2.21** Assume $\text{Basax} + \text{Ax}(\text{Triv}_1)^- + \text{Ax}(\sqrt{\circ})$. Then $eq_2 = eq$, therefore $eq$ is first-order definable.\[382\]

---

\[381\] First-order definable is the same as first-order logic definable (which in turn is the same as definable, at least in the present work).

\[382\] we mean, definable over $\mathfrak{Mod}(\text{Basax} + \ldots)$, of course. First one defines $Mn$ over $\mathfrak{M_0} \in \mathfrak{Mod}(\ldots)$ and then $eq$ over $\mathfrak{M_0}$ and $Mn$. 

A proof is given in AMN [18, §6.2.6, on p.906].

To formulate our next theorem, we introduce a weakened version \( \text{Ax}(||) - \) of \( \text{Ax}(|) \).

\[
\text{Ax}(||) - \quad (\forall m, k \in \text{Obs} \cap \text{Ib}) \\
[\text{tr}_m(k) = \tilde{t} \implies (f_{mk} = h \circ I) \text{ for some expansion } h \text{ and isometry } I].
\]

Assuming \( \text{Bax} \), \( \text{Ax}(||) - \) is equivalent to the following: If two observers, say \( m \) and \( k \), have the same life-line (i.e. \( \text{tr}_m(k) = \tilde{t} \)) then they agree on the speed of light (i.e. \( c_m = c_k \)) and the world-view transformation \( f_{mk} \) is an affine transformation, i.e. there is no field automorphism involved in \( f_{mk} \) (cf. Fact 4.7.7 of AMN [18]).

The essential feature of \( \text{Ax}(||) - \) is that it does not exclude the “ant and the elephant version of relativity” mentioned on p.88 herein and in Remark 4.2.1 of AMN [18], while \( \text{Ax}(|) \) does.

Let

\[
\text{Th}^+ := \text{Bax}^+ + \text{Ax}(||) - + \text{Ax}(\text{Triv}_t)^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}).
\]

This theory \( \text{Th}^+ \) will play an essential role in the following theorems and propositions: Thm’s 4.2.22 (p.168), 4.2.40(iii) (p.182), 4.3.38 (p.261); and 6.6.114 (p.1130) and Prop’s 6.2.88 (p.895), 6.2.92 (p.901) of AMN [18]. Because of this, we point out a few intuitive and helpful properties of \( \text{Th}^+ \) (which eventually will be proved as parts of various later theorems). We collect these properties in items 1–4 below. In 1–4 below \( n > 2 \) is assumed.

1. The reduct

\[
\langle \text{Man}; L, L^T, L^P, L^S, \in, Bw, \perp, r \rangle
\]

of \( \text{Ge}(\text{Th}^+) \) is a disjoint union\(^{384}\) of (the similar reducts of) Minkowskian geometries\(^{385}\).

2. \( eq \) behaves well in \( \text{Th}^+ \), in the following sense. Whenever \( a, b, c \) in Fig.75 exist then \( d \) also exists. Further the arrangement in Fig.76 cannot happen. Formal statements of

![Figure 75: (\forall a, b, c)(\exists d as in the figure).](image)

these are in Prop’s 6.2.88 (p.895), 6.2.92 (p.901) of AMN [18].

3. The space-like hyper-planes of the \( \langle \text{Man}; L, \in, Bw, \perp, r, eq \rangle \) reducts\(^{386}\) of the elements of \( \text{Ge}(\text{Th}^+) \) are Euclidean geometries, assuming \( \text{Ax}(\text{eqtime}) \), cf. Thm.6.6.114 (p.1130) of AMN [18].

\(^{383}\) Though \( \text{Ax}(||) - \) is not a first-order formula in its present form, it can be easily reformulated in the first-order frame language, cf. p.82.

\(^{384}\) Cf. pp. 198, 200 for disjoint union of geometries.

\(^{385}\) Cf. Def.4.2.44 (p.189) for Minkowskian geometries.

\(^{386}\) We will call these reducts Goldblatt-Tarski reducts or \( \text{GT}_{\text{re}} \)’s on p.215.
4. This theory $\text{Th}^{++}$, despite of having all the nice properties in items 1-3 above, is not too strong e.g. we will see that even a strengthened version of $\text{Th}^{++}$ does not imply $\text{Flxbasax}$, i.e.

$$\text{Th}^{++} + \text{“extra axioms”} \not\models \text{Flxbasax}$$

cf. AMN [18, Prop.6.2.101 (p.912) and the intuitive text below it on p.912].

**THEOREM 4.2.22** Assume $n > 2$ and $\text{Bax}^{\oplus} + \text{Ax}(||)^{-} + \text{Ax}(\text{Triv})^{-} + \text{Ax}(\sqrt{\cdot})$. Then $eq_2 = eq$, therefore $eq$ is first-order definable\(^{387}\).

A proof is given in §6.2.6 on p.906 of AMN [18].

In connection with the theorem below, cf. Proposition 6.2.96 on p.907 of AMN [18].

**THEOREM 4.2.23**

(i) Theorem 4.2.21 does not generalize from $\text{Basax}$ to $\text{Bax}^{\oplus}$ (and the assumption $\text{Ax}(||)^{-}$ cannot be omitted from Thm.4.2.22). Moreover:

For any $n > 1$, there is $\mathcal{M} \in \text{Mod}(\text{Bax}^{\oplus} + \text{Ax}(\text{Triv}) + \text{Ax}(\sqrt{\cdot}))$ such that $eq$ is not first-order definable in the expanded frame model $\mathcal{M}^{+} := \langle \mathcal{M}; M_{\mathcal{M}}, \varepsilon \rangle$.

(ii) Theorem 4.2.22 does not generalize to $n = 2$. Moreover:

There is $\mathcal{M} \in \text{Mod}(\text{Bax}^{\oplus}(2) + \text{Ax}(||) + \text{Ax}(\text{Triv}) + \text{Ax}(\sqrt{\cdot}))$ such that $eq$ is not first-order definable in the expanded frame model $\mathcal{M}^{+} := \langle \mathcal{M}; M_{\mathcal{M}}, \varepsilon \rangle$.

**Proof:**

**Outline of the proof:** We choose $\mathcal{M} \in \text{Mod}(\text{Bax}^{\oplus} + \text{Ax}(\text{Triv}) + \text{Ax}(\sqrt{\cdot}))$ (for the case of (ii) $\mathcal{M} \in \text{Mod}(\text{Bax}^{\oplus}(2) + \text{Ax}(||) + \text{Ax}(\text{Triv}) + \text{Ax}(\sqrt{\cdot}))$ such that $\mathcal{M}$ has properties (a)-(c) formulated below.

(a) $\mathfrak{F}^{\mathcal{M}}$ is a real-closed field.

(b) $\langle \mathcal{M}; M_{\mathcal{M}}, \varepsilon \rangle$ is first-order definable (in the sense of §4.3.2) over $\mathfrak{F}^{\mathcal{M}}$.

(c) The subset $\{2^i : i \in \mathbb{Z}\}$\(^{388}\) of $F^{\mathcal{M}}$ is first-order definable over $\langle \mathcal{M}; M_{\mathcal{M}}, \varepsilon, eq \rangle$.

Since $\langle \mathcal{M}; M_{\mathcal{M}}, \varepsilon \rangle$ is definable over $\mathfrak{F}^{\mathcal{M}}$, a subset $A$ of $F^{\mathcal{M}}$ is definable over $\langle \mathcal{M}; M_{\mathcal{M}}, \varepsilon \rangle$ iff it is definable over $\mathfrak{F}^{\mathcal{M}}$ (cf. Thm.4.3.27, p.245). If $eq$ was definable over $\langle \mathcal{M}; M_{\mathcal{M}}, \varepsilon \rangle$ then by property (c) the set $\{2^i : i \in \mathbb{Z}\}$ would be definable over $\mathfrak{F}^{\mathcal{M}}$. We will prove that the set

---

\(^{387}\)we mean, definable over $\text{Mod}(\text{Bax}^{\oplus} + \ldots)$, of course. First one defines $M_{\mathcal{M}}$ over $\mathcal{M} \in \text{Mod}(\ldots)$ and then $\text{eq}$ over $\mathcal{M}$ and $M_{\mathcal{M}}$.

\(^{388}\)Recall that $\mathbb{Z}$ denotes the set of all integers.
\{2^i : i \in \mathbb{Z}\} is not definable over \( \mathfrak{g}^{\mathbb{R}} \) as a corollary of Lemma 4.2.27 way below. Hence, \( \text{eq} \) is not definable over \( (M; \mathcal{M}, \in) \).

**Details of the proof:**

**Case of (i):** Let \( \mathfrak{g} \) be a real-closed field. Let \( \mathcal{M} \) be the frame-model over \( \mathfrak{g} \) obtained from the Minkowski model\(^{389} \) \( \mathcal{M}_\mathfrak{g}^M \) as follows. Intuitively, for each observer \( m \) of \( \mathcal{M}_\mathfrak{g}^M \) we include a new observer \( k \) such that clock of \( k \) runs twice more slowly than that of \( m \) and in all other properties \( m \) and \( k \) agree (i.e. \( w_m(p) = w_k(p_0/2, p_1, \ldots, p_{n-1}) \), for all \( p \in nF \)). The speed of light for new observers is \( 2^2 \), while the speed of light for the old observers is 1. Formally, \( \mathcal{M} \) is defined over

\[
\mathcal{M}_\mathfrak{g}^M = \langle (B; \text{Obs}, \text{Ph}, I_b), \mathfrak{g}, G; \in, W \rangle
\]

as follows:

\[
\mathcal{M} \defeq \langle (B', \text{Obs}', \text{Ph}', I_b'), \mathfrak{g}, G; \in, W' \rangle,
\]

where

\[
\text{Obs}' \defeq \text{Obs} \times \{1, 2\},
\]

\[
\text{Ph}' \defeq \text{Ph} \times \{1, 2\},
\]

\[
B' \defeq I_b' \defeq \text{Obs}' \cup \text{Ph}',
\]

\[
W' \defeq \left\{ \left\langle (m, i), p, (b, j) \right\rangle \in \text{Obs}' \times nF \times B' : W(m, i_{p_0}, p_1, \ldots, p_{n-1}, b) \right\}.
\]

We note that the speed of light for observers of the form \( \langle m, 1 \rangle \) is 1 while for observers of the form \( \langle m, 2 \rangle \) is \( 2^2 \).

It can be checked that \( \mathcal{M} \models \text{Bax}^\circ + \text{Ax}(\text{Triv}) + \text{Ax}(\sqrt{\cdot}) \).

Further, it can be checked that the Minkowski model \( \mathcal{M}_\mathfrak{g}^M \) is first-order definable over \( \mathfrak{g} \) in the sense of §4.3.2. **Hint:** The observers of \( \mathcal{M}_\mathfrak{g}^M \) can be identified with special Poincaré transformations of \( nF \), namely, with elements of \( PT^M \) (cf. Prop.3.8.63 on p.346 of AMN [18] and Def.’s 3.8.38, 3.8.42 of AMN [18]). Since all these are affine transformations, they can be represented by matrices together with a vector. But a matrix together with a vector can be identified with a sequence (of length \( n \cdot n + n \) of elements of \( \mathfrak{g} \). The rest of defining \( \mathcal{M}_\mathfrak{g}^M \) over \( \mathfrak{g} \) goes in the style of §4.3.2 using the “concrete construction” given for \( \mathcal{M}_\mathfrak{g}^M \) in Def.3.8.38 (p.325) of AMN [18] and Def.3.8.42 (p.331) of AMN [18].

Since \( \mathcal{M} \) was first-order defined (in the sense of §4.3.2) over \( \mathcal{M}_\mathfrak{g}^M \), we conclude that \( \mathcal{M} \) is first-order definable over \( \mathfrak{g} \). Therefore, by Prop.4.3.18 (p.240), \( \langle \mathcal{M}; M_n, \in \rangle \) is first-order definable over \( \mathfrak{g} \).

By these, \( \mathcal{M} \) has properties (a) and (b) (formulated on p.168). Next we turn to proving that \( \mathcal{M} \) has property (c).

Let

\[
H \defeq \{ x \in + F : (\exists m \in \text{Obs}') (c_m = 1 \land \langle w_m(0), w_m(1) \rangle \text{ eq } \langle w_m(0), w_m(x \cdot 1) \rangle) \}.
\]

**Claim 4.2.24** \( H = \{ 2^i : i \in \mathbb{Z} \} \).

**Proof:** The proof of \( \{ 2^i : i \in \mathbb{Z} \} \subseteq H \) is depicted in Figure 77. In the figure \( m, k \in \text{Obs}' \) are such that the speed of light for \( m \) is 1, while the speed of light for \( k \) is \( 2^2 \), and \( m \) and \( k \) are “brothers” in the sense that \( m = \langle h, 1 \rangle \) and \( k = \langle h, 2 \rangle \), for some \( h \in \text{Obs} \).

The proof of \( H \subseteq \{ 2^i : i \in \mathbb{Z} \} \) goes as follows. We will use the Minkowski distance \( g_\mu : nF \times nF \to F \) which is defined in Def.4.2.44 (p.189), cf. also Def.2.9.1 (p.101). It can be easily checked, e.g. by the proof of Claim 6.2.84 (p.892) of AMN [18], that

\(^{389}\)cf. Def.3.8.42 on p.331 of AMN [18] for Minkowski models

\(^{390}\)We defined \( Ph' \) as \( Ph \times \{1, 2\} \) only for technical reason.
Figure 77: Proof of \( \{ 2^i : i \in \mathbb{Z} \} \subseteq H \). The right-hand side column illustrates the computational part of why \( m \) thinks that \( \langle 0,1_t \rangle \) is “eq-related” to \( \langle 0,2^i \cdot 1_t \rangle \) (which means \( 2^i \in H \) by the definition of \( H \)).
\( \forall m \in \text{Obs}'(\forall p, q, r, s \in nF)(c_m = 1 \land \langle w_m(p), w_m(q) \rangle \text{eq}_0 \langle w_m(r), w_m(s) \rangle ) \Rightarrow (g_{\mu}(p, q) = 2^i g_{\mu}(r, s), \text{ for some } i \in \{-1, 0, 1\}) \).

Since \( \text{eq} \) was defined to be the transitive closure of \( \text{eq}_0 \), the above implies that
\[
\forall m \in \text{Obs}'(\forall p, q, r, s \in nF)(c_m = 1 \land \langle w_m(p), w_m(q) \rangle \text{eq} \langle w_m(r), w_m(s) \rangle ) \Rightarrow (g_{\mu}(p, q) = 2^i g_{\mu}(r, s), \text{ for some } i \in \mathbb{Z}) \).
\]

By this, it can be easily checked that \( H \subseteq \{ 2^i : i \in \mathbb{Z} \} \) indeed holds.

QED (Claim 4.2.24)

By Claim 4.2.24 (and by the definition of \( H \)), we have that property (c) holds for \( \mathcal{M} \). To complete the proof for item (i), it remains to prove that the subset \( \{ 2^i : i \in \mathbb{Z} \} \) of \( F \) is not first-order definable over \( \mathfrak{A} \). This will be an immediate corollary of Lemma 4.2.27 way below.

Case of (ii): The proof of item (ii) is similar to that of (i). We will construct a model \( \mathcal{M} \in \text{Mod} (\text{Bax}^{\text{gr}}(2) + \text{Ax} (\|) + \text{Ax} (\text{Triv}) + \text{Ax}(\sqrt{\cdot})) \) such that \( \mathcal{M} \) has properties (a)--(c) formulated on p.168. Let \( \mathfrak{A} \) be a real-closed field. Let \( \mathcal{M} \) be a model over \( \mathfrak{A} \) obtained from the 2-dimensional Minkowski model \( \mathcal{M}_{\mathfrak{A}}^M \) as follows. Intuitively, for each observer \( m \) of \( \mathcal{M}_{\mathfrak{A}}^M \) we include a new observer \( k \) such that
\[
f_{km}(1_x) = 1_t \quad \text{and} \quad f_{km}(1_t) = 2 \cdot 1_x , \quad \text{see Figure 78.}
\]

The speed of light for new observers is \( 2^a \) while for the old ones it is 1. Further, the new observers are FTL observers relative to the old ones. Formally, \( \mathcal{M} \) is defined over \( \mathcal{M}_{\mathfrak{A}}^M = \langle (B; \text{Obs}, Ph, Ib), \mathfrak{A}, G; \in, W \rangle \) as follows:
\[
\mathcal{M} \overset{\text{def}}{=} \langle (B'; \text{Obs}', Ph', Ib'), \mathfrak{A}, G; \in, W' \rangle , \quad \text{where}
\]
\[
\begin{align*}
\text{Obs}' & \overset{\text{def}}{=} \text{Obs} \times \{1, 2\}, \\
\text{Ph}' & \overset{\text{def}}{=} \text{Ph} \times \{1, 2\}, \\
B' & \overset{\text{def}}{=} \text{Ib}' \overset{\text{def}}{=} \text{Obs}' \cup \text{Ph}', \\
W' & \overset{\text{def}}{=} \left\{ \langle \langle m, i \rangle, p_0, p_1, \langle b, j \rangle \rangle \in \text{Obs}' \times F \times F \times B' : W(m, p_1, i_0, b) \right\} .
\end{align*}
\]

We note that the speed of light for observers of the form \( \langle m, 1 \rangle \) is 1 while for observers of the form \( \langle m, 2 \rangle \) is \( 2^a \).

\[
\begin{tikzpicture}
\draw[->] (0,0) -- (6,0) node[right] {k};
\draw[->] (0,0) -- (0,6) node[above] {m};
\filldraw (0,0) circle (2pt) node[below left] {{1}_x};
\filldraw (3,3) circle (2pt) node[above right] {{1/2} \cdot {1}_t};
\filldraw (1.5,1.5) circle (2pt) node[below right] {{1/2} \cdot {1}_x};
\filldraw (4.5,4.5) circle (2pt) node[above left] {{1}_t};
\filldraw (4.5,1.5) circle (2pt) node[below left] {{1}_k};
\filldraw (0,3) circle (2pt) node[below left] {{1/2} \cdot {1}_x};
\filldraw (3,0) circle (2pt) node[above right] {{1/2} \cdot {1}_t};
\filldraw (4.5,4.5) circle (2pt) node[above left] {{1}_t};
\filldraw (4.5,1.5) circle (2pt) node[below left] {{1}_k};
\end{tikzpicture}
\]

Figure 78: The picture represents the world-view of observer \( m \).
It can be checked that $\mathfrak{M} \models \text{Bax}^\mathfrak{M}(2) + \text{Ax}(|l|) + \text{Ax}(\text{Triv}) + \text{Ax}(\sqrt{\cdot})$. The rest of the proof goes similarly to the proof given for item (i), i.e. we define $H$ exactly the same way as in the proof of item (i); it can be proved that $H$ coincides with $\{2^i : i \in \mathbb{Z}\}$, etc. We omit the relatively easy details.

To complete the proof, it remains to prove that $\{2^i : i \in \mathbb{Z}\}$ is not definable over $\mathfrak{F}$. A generalized version of this will be proved as Lemma 4.2.27 below. Thus the theorem is proved modulo Lemma 4.2.27. \hfill \Box

For stating Lemma 4.2.27 we need a convention and a definition.

**CONVENTION 4.2.25** From now on, $\mathbb{Q}$ denotes the ordered field of rational numbers. Throughout we identify $\mathbb{Q}$ with its universe. $\mathbb{Q}$ is embeddable in a natural way into every ordered field $\mathfrak{F}$. When discussing an ordered field $\mathfrak{F}$ we will pretend that $\mathbb{Q}$ is a subfield of $\mathfrak{F}$. I.e. we identify $\mathbb{Q}$ with its unique isomorphic copy sitting inside $\mathfrak{F}$.

By an **algebraic** element of $\mathfrak{F}$ we understand an element which is algebraic over $\mathbb{Q}$.\(^3\)

\(\quad\quad\)

**Definition 4.2.26** Let $\mathfrak{F}$ be an ordered field. Let $H \subseteq F$. We call $H$ **gapy** in $\mathfrak{F}$ iff

\[
(H \neq \emptyset \quad \text{and} \quad (\forall \text{ algebraic } a \in H)(\exists b, c \in F)(a < b < c \land b \notin H \land c \in H))
\]

see Figure 79.

\(a\) is algebraic \hspace{1cm} \(a \in H\) \hspace{1cm} \(b \notin H\) \hspace{1cm} \(c \in H\) \hspace{1cm} \(F\)

\(a\) is algebraic \hspace{1cm} \(a \in H\) \hspace{1cm} \(b \notin H\) \hspace{1cm} \(c \in H\) \hspace{1cm} \(F\)

\(\quad\quad\)

**Example:** $\mathbb{Z}, \omega$ and $\{2^i : i \in \omega\}$ are gapy subsets in $\mathfrak{F}$, for any ordered field $\mathfrak{F}$.

**Lemma 4.2.27** Assume $\mathfrak{F}$ is a real-closed field. Then no gapy subset $H \subseteq F$ in $\mathfrak{F}$ is definable over $\mathfrak{F}$.

**Proof:** Assume $\mathfrak{F}$ is a real-closed field. Throughout the proof we will use the following fact from field theory.

**Fact 4.2.28** Let $p(x)$ be a unary term in the language of $\mathfrak{F}$ extended with the unary operation symbol $\overline{\cdot}$. Then (i) and (ii) below hold.

(i) Assume that $p(x) = 0$ is a nontrivial\(^4\) equation. Then this equation has only finitely many solutions. Further, the solutions of $p(x) = 0$ in $\mathfrak{F}$ are algebraic elements of $\mathfrak{F}$.

---

\(^3\) For completeness we recall that an element of $\mathfrak{F}$ is algebraic over $\mathbb{Q}$ iff it is a root of a nonzero polynomial with coefficients in $\mathbb{Q}$. (A root of a polynomial $p(x)$ is the same as a solution of the equation $p(x) = 0$.)

\(^4\) $p(x) = 0$ is called trivial in $\mathfrak{F}$ iff $\mathfrak{F} \models p(x) = 0$. 
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(ii) The intermediate value theorem holds for the function defined by $p(x)$, i.e. if $p(a) \cdot p(b) < 0$ then $p(c) = 0$ for some $c$ strictly between $a$ and $b$.\footnote{This can be memorized by e.g. thinking of the Bolzano Theorem from elementary calculus.}

\textbf{Proof:} Assume $p(x)$ is as above. Item (i) follows by the fact that $p(x)$ is a nonzero polynomial with coefficients in $\mathbb{Z}$. Hence $p(x)$ has finitely many roots\footnote{That each nonzero polynomial in $\mathfrak{F}$ has only finitely many roots is a well known property of ordered fields.} and the roots of $p(x)$ are algebraic over $\mathbb{Q}$. For item (ii) cf. [130, Fact 8.4.5, p.386].

QED (Fact 4.2.28)

Now we turn to proving Lemma 4.2.27. The proof goes by contradiction. Assume that $H \subseteq F$ is gapy in $\mathfrak{F}$ and that $H$ is definable over $\mathfrak{F}$. Then there is a first-order formula $\varphi(x)$ in the language of $\mathfrak{F}$ such that $H = \{ a \in F : \mathfrak{F} \models \varphi[a] \}$. By Tarski’s elimination of quantifiers Theorem for real-closed fields, i.e. by Thm.8.4.4 on p.385 of [130] and line 9 on p.376 of [130], $\varphi(x)$ is equivalent in $\mathfrak{F}$ to a quantifier free formula $\psi(x)$, i.e. $\mathfrak{F} \models \forall x (\varphi(x) \leftrightarrow \psi(x))$. Then $\psi(x)$ defines $H$, i.e.

$$H = \{ a \in F : \mathfrak{F} \models \psi[a] \}.$$

Since $\psi$ is quantifier free, it is a Boolean combination of atomic formulas. It is not hard to see that $\psi$ is equivalent to a disjunction of formulas of the form\footnote{using facts like $\tau(x) < \sigma(x) \Leftrightarrow \sigma(x) - \tau(x) > 0$, or $\neg(\tau < \sigma) \Leftrightarrow (\tau = \sigma \lor \sigma < \tau)$ etc.}

$$(+) \quad p_0(x) = 0 \land \ldots \land p_{k-1}(x) = 0 \land q_0(x) > 0 \land \ldots \land q_{m-1}(x) > 0,$$

where $m, k \in \omega$ and $p_i(x)$, $q_j(x)$ ($i \in k$, $j \in m$) are unary terms in the language of $\mathfrak{F}$ extended with the operation symbol “$\neg$”. \textit{Warning:} here we include the unary operation “$\neg$” in the language of $\mathfrak{F}$. But then $H$ is a finite union of sets definable by formulas of the form $(+)$. Then one of these sets must be gapy in $\mathfrak{F}$ since $H$ is gapy in $\mathfrak{F}$\footnote{In more detail: $H = \bigcup_{i \in n} H_i$ for some $n \in \omega$ and each $H_i$ is definable by a formula of the form $(+)$. Then one of the $H_i$’s is gapy in $\mathfrak{F}$. Without loss of generality we can assume that each $H_i$ is nonempty. Then, for all $i \in n$

$$\{ 3 \text{ algebraic } a_i \in H_i \} \subseteq H_i \lor \{ y : y > a_i \} \subseteq F \setminus H_i.$$}.

Therefore there is $H' \subseteq H$ such that $H'$ is gapy in $\mathfrak{F}$ and $H'$ is definable by a formula of the form $(+)$. We may assume that this formula is exactly the one displayed in $(+)$. \footnote{\textit{Claim 4.2.29} (\forall algebraic $a \in H') (\exists b, c \in F)$

$$\left( (c \text{ is algebraic}) \land a < b < c \land b \not\in H' \land c \in H' \right).$$}

If one of the $(p_i(x) = 0)$’s is a nontrivial equation, then it has only finitely many solutions in $\mathfrak{F}$ and these solutions are algebraic elements of $\mathfrak{F}$ (by Fact 4.2.28(i)), hence $H'$ is a finite set of algebraic elements of $\mathfrak{F}$ which contradicts the fact that $H'$ is gapy in $\mathfrak{F}$. Therefore we may assume $k = 0$. Thus

$$(*) \quad H' = \{ a \in F : q_0(a) > 0 \land \ldots \land q_{m-1}(a) > 0 \}.$$ We may assume that none of the $(q_i(x) = 0)$’s is trivial. Therefore the set

$$\text{Sol} := \{ d \in F : (\exists i \in m) q_i(d) = 0 \}$$

is finite by Fact 4.2.28(i).
Proof: Let \( a \in H' \) be such that \( a \) is an algebraic element of \( \mathfrak{F} \). We have to prove that there are \( b, c \in F \) such that \( a < b < c \), \( b \not\in H' \), \( c \in H' \) and \( c \) is algebraic. Let \( b, c' \in F \) be such that \( a < b < c' \), \( b \not\in H' \) and \( c' \in H' \). Since \( H' \) is gpy in \( \mathfrak{F} \) such \( b \) and \( c' \) exist. To prove the claim it is enough to prove that there is an algebraic \( c \in H \) such that \( b < c \). Clearly,

\[
q_i(c') > 0, \quad \text{for all } i \in m
\]

by (*) and \( c' \in H' \). See Figure 80. Further, by \( b \not\in H' \) and (*), there is \( j \in m \) such that \( q_j(b) \leq 0 \). Let such a \( j \) be fixed. Thus, by Fact 4.2.28(ii) (and by \( b < c' \)), there is \( d \in F \) such that \( b \leq d < c' \) and \( q_j(d) = 0 \). Therefore the set \( \{ d \in \text{Sol} : d < c' \} \) is nonempty (and is finite), and

\[
b \leq \max \{ d \in \text{Sol} : d < c' \}.
\]

Let

\[
b' := \max \{ d \in \text{Sol} : d < c' \}.
\]

Let

\[
c'' := \begin{cases} 
\min \{ d \in \text{Sol} : d > c' \} & \text{if } (\exists d \in \text{Sol}) d > c' \\
\infty & \text{otherwise}.
\end{cases}
\]

Clearly, \( b \leq b' < c' < c'' \) and none of the equations \( q_0(x) = 0, \ldots, q_{m-1}(x) = 0 \) has a solution in the open interval \((b', c'') : \{ d \in F : b' < d < c'' \} \), cf. Figure 80 (recall that \( q_i(c') > 0 \), for all \( i \in \omega \)). By this, by Fact 4.2.28(ii), by (*) and by \( c' \in H' \), we conclude that \((b', c'') \subseteq H' \). Further (by Fact 4.2.28(i)) \( b' \) is an algebraic element of \( \mathfrak{F} \) and \( c'' \) is either an algebraic element of \( \mathfrak{F} \) or is \( \infty \). Thus there is an algebraic element \( c \) of \( \mathfrak{F} \) such that \( c \in (b', c'') \subseteq H' \). For this choice of \( c \) we have \( b < c, c \in H' \) and \( c \) is an algebraic element of \( \mathfrak{F} \).

QED (Claim 4.2.29)

Let \( a^i, b^i \in F \) (\( i \in \omega \)) be such that for all \( i \in \omega \), \( a^i \) is an algebraic element of \( \mathfrak{F} \), \( a^i \in H' \), \( b^i \notin H' \), and

\[
a^i < b^i < a^{i+1} < b^{i+1}.
\]

By Claim 4.2.29, such \( a^i \)'s and \( b^i \)'s exist. By (*)\(^{307}\), there are \( j \in m \) and an infinite subset \( I \) of \( \omega \) such that

\[
(\forall i \in I)(q_j(a^i) \leq 0 \land q_j(a^i) > 0).
\]

Let such \( j \) and \( I \) be fixed. Let \( h : \omega \to I \) be an order preserving bijection. Then clearly,

\[
(\forall i \in \omega)(q_j(a^{h(i)}) > 0 \land q_j(b^{h(i)}) \leq 0 \land a^{h(i)} < b^{h(i)} < a^{h(i)+1} < b^{h(i)+1}).
\]

Thus, by Fact 4.2.28(ii), for every \( i \in \omega \) there is \( b^{h(i)} \in F \) such that \( a^{h(i)} < b^{h(i)} \leq b^{h(i)} \) and \( q_j(b^{h(i)}) = 0 \). By the above we conclude that the equation \( q_j(x) = 0 \) has infinitely many solutions, and this contradicts item (i) of Fact 4.2.28. ■

\(^{307}\)and by \( a^i \in H', b^i \notin H' \)
At this point all parts of the proof of Thm.4.2.23 have been taken care of.

One of the reasons for looking at the alternative notions like \( \perp'_\varphi, \perp''_\varphi, eq_2 \) is that they can behave better from the point of view of definability issues. (There are of course other reasons, too, for experimenting with alternative concepts.) Similarly, we will look at alternative definitions of the topology part \( \mathcal{T} \) of our geometries. Namely, \( \mathcal{T}' \) will be based on \( Bw \) while \( \mathcal{T}'' \) will be based on causality \( \prec \).

**Definition 4.2.30 (Alternatives \( \mathcal{T}', \mathcal{T}'' \) for topology \( \mathcal{T} \))**

Assume \( n > 1 \). Let \( \mathcal{M} \) be a frame model of \( n \) dimensions. \( Mn, Bw, \prec \) are defined in items 2, 7, 6 of Def.4.2.3(I). We define the topologies \( \mathcal{T}' \) and \( \mathcal{T}'' \) on \( Mn \) in items (i) and (ii) below, respectively.

(i) Intuitively, first by using \( Bw \) we define interiors of simplexes,\(^{398}\) cf. the left-hand side of Figure 81. Then by using these (as a subbase) we define the topology \( \mathcal{T}' \) on \( Mn \) the natural way, formally:

For every \( H \subseteq Mn \) the *convex hull* \( \text{Ch}(H) \) of \( H \) is the smallest subset of \( Mn \) having properties 1 and 2 below:\(^{399}\)

1. \( H \subseteq \text{Ch}(H) \).
2. \( (a, b \in \text{Ch}(H) \land Bw(a, c, b)) \Rightarrow c \in \text{Ch}(H) \).

We define the collection simplexes \( \subseteq \mathcal{P}(Mn) \) as follows.

\[
\text{simplexes} := \{ H \subseteq Mn : |H| = n + 1, (\exists m \in \text{Obs}) \text{Plane}(H) = \text{Rng}(w_m) \}.
\]

Let \( H \in \text{simplexes} \). Then, intuitively, the neighborhood \( S'(H) \) is defined to be the “interior” of the convex hull \( \text{Ch}(H) \) of \( H \); formally:

\[
S'(H) := \text{Ch}(H) \setminus \bigcup_{e \in H} \text{Plane}(H \setminus \{ e \}),
\]

see the left-hand side of Figure 81. Now, the topology \( \mathcal{T}' \subseteq \mathcal{P}(Mn) \) is the one generated by \( T'_0 \) below, i.e. \( T'_0 \) is a subbase for \( \mathcal{T}' \).

\[
T'_0 := \{ S'(H) : H \in \text{simplexes} \}.
\]

We note that, assuming \( \text{Bax}^{-} + \text{Ax}(\sqrt{\cdot}) \), \( T'_0 \) is a base for \( \mathcal{T}' \), cf. Figure 81 (and the proof of Thm.4.2.33).

(ii) For every \( a, b \in Mn \) with \( a \prec b \) we define the neighborhood

\[
S''(a, b) := \{ c \in Mn : a \prec c \prec b \},
\]

see the right-hand side of Figure 81. Now, the topology \( \mathcal{T}'' \subseteq \mathcal{P}(Mn) \) is the one generated by \( T''_0 \) below, i.e. \( T''_0 \) is a subbase for \( \mathcal{T}'' \).

\[
T''_0 := \{ S''(a, b) : a, b \in Mn, a \prec b \}.
\]

\(^{398}\) We note that if \( n = 2 \) then the simplexes are the triangles and if \( n = 3 \) then the simplexes are the tetrahedra.

\(^{399}\) The usual notation in the literature is “co(\(H\))” for our \( \text{Ch}(H) \).
\[ H = \{a, b, c, d\} \in \text{simplexes} \]

\[ S'(H) \]

\[ \text{Plane}(H \setminus \{a\}) \]

Figure 81: In the figure \( n = 3 \).

We note that, assuming \( \text{Bax}^{-} + \text{Ax}(\uparrow\uparrow_0) + \text{Ax}(\sqrt{\cdot}) \) and \( (\forall m \in \text{Obs}) (m \text{ thinks that there is an upper bound for the speed of light } \leq 300 \text{ or } \mathfrak{f} = \mathfrak{r}) \), \( T'_0 \) is a base for \( T'' \), where \( \text{Ax}(\uparrow\uparrow_0) \) is defined below, cf. Figure 81 (and the proof of Thm.4.2.33).

\[ m \uparrow k \iff f_{km}(1_t) > f_{km}(0_t). \]

Note that by Convention 2.3.10 (p.31), \( m \uparrow k \) implies that \( f_{km} \) is defined on \( 1_t \) and thus \( m \uparrow k \) implies \( m \xrightarrow{\rightarrow} k \). Similarly, \( m \text{ STL } \) \( k \) implies \( m \xrightarrow{\rightarrow} k \).

\text{Ax}(\uparrow\uparrow) \quad (\forall m, k \in \text{Obs}) m \uparrow k.

\text{Ax}(\uparrow\uparrow_0) \quad (\forall m, k \in \text{Obs}) (m \xrightarrow{\rightarrow} k \rightarrow m \uparrow k).

Intuitively, if \( m \text{ sees } k \) then \( k \text{'s clock runs forwards as seen by } m \).

\text{Ax}(\uparrow\uparrow_00) \quad (\forall m, k \in \text{Obs}) (m \text{ STL } \, k \rightarrow m \uparrow k).

Intuitively, if \( m \text{ sees } k \) moving more slowly than light then \( k \text{'s clock runs forwards as seen by } m \).

The reason for introducing \( \text{Ax}(\uparrow\uparrow_0) \) is that \( \text{Ax}(\uparrow\uparrow) \) blurs the distinction between \( \text{Basax} \) and \( \text{Newbasax} \).\footnote{formally: (\exists \lambda \in F)(\forall d \in \text{directions})c_m(d) < \lambda.} The reason for introducing \( \text{Ax}(\uparrow\uparrow_00) \) is that \( \text{Ax}(\uparrow\uparrow_0) \), together with \( \text{Bax}^{-} + \text{Ax}(\sqrt{\cdot}) \), excludes FTL observers already in two dimensions, cf. Prop.4.2.31 below.\footnote{\text{Newbasax} + \text{Ax}(\uparrow\uparrow) \models \text{Basax} \text{ because } m \xrightarrow{\rightarrow} k \text{ implies that } f_{km} \text{ is defined on } 1_t \text{ (by Convention 2.3.10)}, \text{ and thus } m \uparrow k \text{ implies } m \xrightarrow{\rightarrow} k.}
On the other hand, \( \text{Ax}(\uparrow \uparrow_0) \) does not exclude FTL observers, and hence we can use \( \text{Ax}(\uparrow \uparrow_\infty) \) in theories in which we want to allow FTL observers. We will see that the issue of the existence of FTL observers is relevant to our relativistic geometries. E.g. if there are FTL observers, then the sets of time-like and space-like lines are not disjoint.

**Proposition 4.2.31** (i) \( \text{Bax}^- + \text{Ax}(\uparrow \uparrow_0) + \text{Ax}(\sqrt{\cdot}) \models \text{“ \not\exists FTL observers”}. \)

(ii) \( \text{Bax}^- + \text{Ax}(\uparrow \uparrow_0) + \text{Ax}(\sqrt{\cdot}) \not\models \text{“ \not\exists FTL observers”}. \)

**Proof:** (i): In the proof of Thm.3.2.13 (p.118) we proved that \( \text{Bax}^- + \text{Ax}(\sqrt{\cdot}) \models (\exists m) \text{FTL } k \rightarrow (\exists m)v_m(k) = \infty. \) If \( v_m(k) = \infty \), then \( m \uparrow k \) does not hold in spite of \( m \overset{\circ}{\rightarrow} k \). This proves (i). (ii): The parameters of the model constructed in the proof of Thm.4.3.25 (p.500) of AMN [18] can be chosen so that \( \text{Ax}(\uparrow \uparrow_0) \) holds in it. This proves (ii).

**Notation 4.2.32** Assume \( \mathfrak{G} \) is an ordered field.

(i) Let \( p \in {}^n F \). Then the square \( ||p|| \) of the Euclidean length of the vector \( p \) is defined as follows.\(^{402}\)

\[
||p|| \overset{\text{def}}{=} p_0^2 + p_1^2 + \cdots + p_{n-1}^2 .
\]

(ii) Let \( p \in {}^n F \) and \( \varepsilon \in {}^+ F \). Then by \( S(p,\varepsilon) \) we denote the \( \varepsilon \)-neighborhood of \( p \) defined as follows.\(^{403}\)

\[
S(p,\varepsilon) \overset{\text{def}}{=} \{ q \in {}^n F : ||q - p|| < \varepsilon \} .
\]

(iii) Let \( H \subseteq {}^n F \). We say that \( H \) is an open set iff

\[
(\forall q \in H)(\exists \varepsilon \in {}^+ F) S(q,\varepsilon) \subseteq H .
\]

The set of open subsets of \( {}^n F \) is denoted by \( \text{Open} = \text{Open}(n, \mathfrak{G}) \).\(^{404}\)

**Theorem 4.2.33** Assume \( \text{Bax}^- + \text{Ax}(\uparrow \uparrow_0) + \text{Ax}(\sqrt{\cdot}) \). Assume that \( (\forall m \in \text{Obs}) (m \text{ thinks that there is an upper bound for the speed of light}) \)\(^{405}\) or \( \mathfrak{G} = \mathfrak{R} \). Then (i) and (ii) below hold.

(i) The topologies \( \mathcal{T}' \) and \( \mathcal{T}'' \) coincide.

(ii) The topology \( \mathcal{T}' = \mathcal{T}'' \) is a Euclidean one in the following sense:

---

\(^{402}\) We use the square of the length instead of the length itself because we did not assume that \( \mathfrak{G} \) is Euclidean.

\(^{403}\) In the notation \( S(p,\varepsilon) \) the letter \( S \) refers to the word “sphere”. Further we note that there is a slight danger of confusion because \( S \) will denote the space-part of our coordinate-system \( {}^n F \). The hope context will help.

\(^{404}\) The set \( \text{Open} \) is of course not definable (at least not as an entity on its own right) in our frame language, but if we have a definable subset like \( \text{Dom}(f_{mk}) \) then \( \text{Dom}(f_{mk}) \in \text{Open} \) counts as a first-order formula of our frame language, i.e. is translatable to a formula of our frame language. A similar remark applies e.g. to \( \text{Eucl} \), \( \text{Linb} \), \( \text{Rhomb} \) etc. and we will not repeat this remark each time we introduce an abbreviation like \( \text{Open} \), \( \text{Eucl} \), \( \text{Linb} \) etc. Summing it up, one could say that \( \text{Open} \), \( \text{Eucl} \) etc. are definable only as “predicate symbols” (but not necessarily as individual objects or entities.)

\(^{405}\) formally: \( (\exists \lambda \in F)(\forall d \in \text{directions}) c_m(d) < \lambda \), where \( c_m(d) \) is defined on p.A-21.
(a) For any \( m \in \text{Obs} \), \( \{ w_m^{-1}[H] : H \in \mathcal{T}' \} \) is the usual Euclidean topology on \( F \), i.e. the one with base \( \{ S(p, \varepsilon) : p \in F, \varepsilon \in F \} \).

(b) \( \mathcal{T}' \) is homeomorphic to a sum topology (i.e. a coproduct)\(^{406}\) of usual Euclidean topologies on \( F \).

**Proof:** Assume the assumptions of the theorem. By Thm.3.2.6, we have that: the visibility relation \( \overset{\circ}{\rightarrow} \) is an equivalence relation when restricted to \( \text{Obs} \), and if \( m \overset{\circ}{\rightarrow} k \) then \( \text{Rng}(w_m) = \text{Rng}(w_k) \), otherwise \( \text{Rng}(w_m) \cap \text{Rng}(w_k) = \emptyset \).

Let \( O \subseteq \text{Obs} \) be a class of representatives for the equivalence relation \( \overset{\circ}{\rightarrow} \).\(^{407}\) Then

\(* \) \( M_n \) is the disjoint union of the family \( \{ \text{Rng}(w_m) : m \in O \} \)

(it and the members of this family are mutually disjoint).

It is easy to check that for every \( m \in \text{Obs} \)

\( \text{(**) } \text{Rng}(w_m) \in \mathcal{T}' \) and \( \text{Rng}(w_m) \in \mathcal{T}'' \),

i.e. \( \text{Rng}(w_m) \) is an open set w.r.t. both topologies. For every \( m \in \text{Obs} \), let \( \mathcal{T}' \upharpoonright \text{Rng}(w_m) \) and \( \mathcal{T}'' \upharpoonright \text{Rng}(w_m) \) be the subspace topologies of \( \mathcal{T}' \) and \( \mathcal{T}'' \) on \( \text{Rng}(w_m) \),\(^{408}\) respectively, i.e.

\[ \mathcal{T}' \upharpoonright \text{Rng}(w_m) \] \( \overset{\text{def}}{=} \) \( \{ H \cap \text{Rng}(w_m) : H \in \mathcal{T}' \} = \{ H \in \mathcal{T}' : H \subseteq \text{Rng}(w_m) \} \),

\[ \mathcal{T}'' \upharpoonright \text{Rng}(w_m) \] \( \overset{\text{def}}{=} \) \( \{ H \cap \text{Rng}(w_m) : H \in \mathcal{T}'' \} = \{ H \in \mathcal{T}'' : H \subseteq \text{Rng}(w_m) \} \);

further let \( \mathcal{T}'_m \) and \( \mathcal{T}''_m \) be the topologies on the coordinate system \( F \) defined as follows.

\[ \mathcal{T}'_m \] \( \overset{\text{def}}{=} \) \( \{ w_m^{-1}[H] : H \in \mathcal{T}' \} \).

\[ \mathcal{T}''_m \] \( \overset{\text{def}}{=} \) \( \{ w_m^{-1}[H] : H \in \mathcal{T}'' \} \).

It is easy to see that for every \( m \in \text{Obs} \)

\( \text{(***) } w_m : F \rightarrow \text{Rng}(w_m) \) is a homeomorphism between \( \mathcal{T}'_m \) and \( \mathcal{T}' \upharpoonright \text{Rng}(w_m) \) and between \( \mathcal{T}''_m \) and \( \mathcal{T}'' \upharpoonright \text{Rng}(w_m) \).

To prove item (i) of the theorem, by \( * \), \( ** \), \( *** \) above it is enough to prove that for each \( m, \mathcal{T}'_m \) and \( \mathcal{T}''_m \) coincide. This holds by Claim 4.2.34 below.

Claim 4.2.34 Let \( m \in \text{Obs} \). Then (a) and (b) below hold.

(a) \( \mathcal{T}'_m \) is the Euclidean topology on \( F \), i.e. the one with base

\[ \{ S(p, \varepsilon) : p \in F, \varepsilon \in F \} \].

(b) \( \mathcal{T}''_m \) is the Euclidean topology on \( F \).

**Proof:**

**Proof of (a):** A set \( H \subseteq F \) is called a **simplex** iff \( |H| = n + 1 \) and for each \( p \in H \), \( \{ q - p : q \in H, q \neq p \} \) is a basis\(^{409}\) for the vector space \( F \), cf. the left-hand side of Figure 81.\(^{410}\)

\(^{406}\) Cf. p.198 for coproduct of topological spaces. Cf. also Engelking [83] under the name “sum of spaces”.

\(^{407}\) i.e. \( (\forall m \in \text{Obs}) |O \cap m/\overset{\circ}{\rightarrow} | = 1 \), where \( m/\overset{\circ}{\rightarrow} \) is the equivalence class of \( m \) w.r.t. \( \overset{\circ}{\rightarrow} \), as usual.

\(^{408}\) i.e. they are the restrictions to \( \text{Rng}(w_m) \) of \( \mathcal{T}' \) and \( \mathcal{T}'' \), respectively.

\(^{409}\) i.e. a minimal set of generators.

\(^{410}\) This is practically the same notion as “simplexes” in Def.4.2.30, the only difference being that now we are in \( F \) while there we were in \( \langle Mn, \ldots \rangle \).
Clearly, a subbase for $T'_m$ is
\[
T'_m := \{ w_m^{-1}[H] : H \in T'_0, \; w_m^{-1}[H] \neq \emptyset \};
\]
where recall that $T'_m$ is the subbase of $T'$. Since the world-view transformations are betweenness preserving collineations\(^{411}\) it can be checked (by item 1f of Prop.4.2.64) that $T'_m$ consists of the interiors of the convex hulls of the simplexes, where interiors of sets are defined via the Euclidean topology, and convex hulls of sets are defined in Def.4.3.28(iii) (p.509) of AMN [18].

$T'_m$ is a base for the Euclidean topology (on \(nF\)) because of the following. Let $H$ be an open set of the Euclidean topology. Then for any $p \in H$, there is a “neighborhood” of $p$ in $T'_m$ which is contained in $H$. Hence $H$ is a union of members of $T'_m$.

But then, $T'_m$ is the Euclidean topology on $nF$.

Proof of (b): Let $\prec_m$ be a binary relation on $nF$ defined as follows.
\[
\prec_m := \{ (p, q) \in nF \times nF : w_m(p) < w_m(q) \}.
\]
For every $p \in nF$, let
\[
\text{Future}_p := \{ q \in nF : p \prec_m q \},
\]
\[
\text{Past}_p := \{ q \in nF : q \prec_m p \}.
\]
Clearly, a subbase for $T''_m$ is
\[
T''_m := \{ w_m^{-1}[H] : H \in T''_0, \; w_m^{-1}[H] \neq \emptyset \},
\]
where recall that $T''_0$ is the subbase of $T''$. It is easy to see that
\[
(16) \quad T''_m = \text{Future}_p \cap \text{Past}_q : p, q \in nF, \; p \prec_m q.
\]
By item 1h of Prop.4.2.64 (p.209), we have that
\[
(17) \quad p \prec_m q \iff [p_t < q_t \land (\exists k \in \text{Obs}) p, q \in \text{tr}_m(k)].
\]
There are no FTL observers, by Prop.4.2.31. Thus, by Thm.4.3.29 (p.510) of AMN [18], by (17) and by $\text{Ax5obs}$, we have that for any $p \in nF$
\[
(18) \quad \text{Future}_p \quad \text{is the interior of the convex hull of} \quad \{ q \in \text{Cone}_{m,p} : p_t < q_t \} \quad \text{and}
\]
\[
(19) \quad \text{Past}_p \quad \text{is the interior of the convex hull of} \quad \{ q \in \text{Cone}_{m,p} : p_t > q_t \} ;
\]
where interiors of sets are defined via the Euclidean topology, and convex hulls of sets are defined in Def.4.3.28(iii) (p.509) of AMN [18]. By (16), (18), (19) and Thm.4.3.29 (p.510) of AMN [18], we conclude that $T''_m$ is a base for the Euclidean topology (on \(nF\)), cf. the right-hand side of Figure 81. Hence, $T''_m$ is the Euclidean topology.

QED (Claim 4.2.34)

By this, item (i) of our theorem is proved. Item (ii) follows by (\(*\)), (\(\ast\)), (\(\ast\ast\)) and Claim 4.2.34. Namely, by (\(*\)), (\(\ast\ast\)) we have that $T'$ is the sum topology (i.e. the coproduct) of the family \( \{ T'_m \upharpoonright \text{Rng}(w_m) : m \in O \} \) which in turn, by (\(\ast\ast\)), is homeomorphic to the sum topology (i.e. the coproduct) of the family \( \{ T'_m : m \in O \} \); while by Claim 4.2.34 we have that each $T'_m$ is the Euclidean topology on $nF$.

**PROPOSITION 4.2.35** Assume $\text{Bax}^{-} + \text{Ax}(\sqrt{\cdot})$. Then the topology $T'$ is the Euclidean one in the sense of Thm.4.2.33(ii), i.e. it has properties (a) and (b) in the formulation of Thm.4.2.33(ii).

Moreover $T'_0$ is a base for $T'$.

**Proof:** The proposition is a corollary of the proof of Thm.4.2.33. \( \blacksquare \)

\(^{411}\)by Thm.3.2.6 (p.110) and $\text{Ax}(\sqrt{\cdot})$.\]
To see when \( \mathcal{T} \) coincides with \( \mathcal{T}' \) and \( \mathcal{T}'' \), we will need the axioms introduced below. We have introduced a strong symmetry principle \( \text{Ax}(\omega) \) in §3.9 of AMN [18] (cf. the list of axioms here (p. A-19)). Below we introduce four weak variants \( \text{Ax}(\omega)^0, \text{Ax}(\omega)^00, \text{Ax}(\omega)^1, \text{Ax}(\omega)^12 \) of \( \text{Ax}(\omega) \), where \( \text{Ax}(\omega)^0 \) and \( \text{Ax}(\omega)^00 \) can be considered as natural weakened versions of \( \text{Ax}(\omega) \); while \( \text{Ax}(\omega)^1 \) and \( \text{Ax}(\omega)^12 \) can be considered as natural weakened versions of \( \text{Ax}(\omega) + \text{Ax}(\text{Triv})^{-} + \text{Ax}(\sqrt{\mathcal{C}}) \). I.e.

\[
[\text{Ax}(\omega) + \text{Ax}(\text{Triv})^{-} + \text{Ax}(\sqrt{\mathcal{C}})] > \text{Ax}(\omega)^1 > \text{Ax}(\omega)^12
\]

\[
\text{Ax}(\omega) > \text{Ax}(\omega)^0 > \text{Ax}(\omega)^00.
\]

We will use these axioms in formulating some of our theorems.

**Definition 4.2.36** Axioms \( \text{Ax}\Box 2, \text{Ax}\bigtriangleup 1, \text{Ax}\bigtriangleup 2 \) are defined in the list of axioms (p.A-19) herein.

\( \text{Ax}(\omega)^0 \) is defined to be the disjunction of the following symmetry axioms: \( \text{Ax}(\text{sytm}), \text{Ax}(\text{symm}), \text{Ax}(\text{speedtime}), \text{Ax}\bigtriangleup 1 + \text{Ax}(\text{eqtime}), \text{Ax}\bigtriangleup 2, \text{Ax}\Box 1 + \text{Ax}(\text{eqtime}), \text{Ax}\Box 2 \).\(^{412}\)

\( \text{Ax}(\omega)^1 \) is defined to be \( \text{Ax}(\omega)^0 + \text{Ax}(\text{Triv})^{-} + \text{Ax}(\sqrt{\mathcal{C}}) \).

\( \text{Ax}(\omega)^00 \) is defined to be the disjunction of the following symmetry axioms: \( \text{Ax}(\omega)^0, \text{Ax}(\text{eqspace}), \text{Ax}(\text{eqm}) + \text{Ax}(\text{Triv})^{-} \).\(^{413}\)

\( \text{Ax}(\omega)^12 \) is defined to be \( \text{Ax}(\omega)^00 + \text{Ax}(\text{Triv})^{-} + \text{Ax}(\sqrt{\mathcal{C}}) \).

\(<\)

For characterizing the strengths of the just introduced axioms we refer to AMN [18, items 6.2.38–6.2.40].

In connection with the following theorem recall that

\[ \text{Basax} \models \text{Newbasax} \models \text{Flxbasax}^\mathbb{B}. \]

Let \( \text{Th}^+ \) be the theory

\[ \text{Flxbasax}^\mathbb{B} + \text{Ax}(\omega)^1 + \text{Ax}(\text{diswind}) \]

which will occur in Thm.4.2.37 below. This theory or its variants with \( \text{Basax} \) or \( \text{Newbasax} \) in place of \( \text{Flxbasax}^\mathbb{B} \) will often occur in our subsequent theorems. Therefore we note that by our previously mentioned 3 results (items 6.2.38–6.2.40 in AMN [18]), \( \text{Th}^+ \) is almost equivalent to “official special relativity” with disjoint windows allowed.\(^{414}\)

\(^{412}\)We note that, assuming \( \text{Flxbasax}^\mathbb{B} + \text{Ax}(\text{Triv})^{-} + \text{Ax}(\uparrow\uparrow 0) + \text{Ax}(\sqrt{\mathcal{C}}) \) these symmetry axioms are equivalent to one another, cf. Thm.2.8.17 (p.84) herein, AMN [18, Thm.3.9.11 (p.356), Thm.6.2.98 (p.910)] and [168].

\(^{413}\)We note that, assuming \( n > 2 \) and \( \text{Flxbasax}^\mathbb{B} + \text{Ax}(\text{Triv})^{-} + \text{Ax}(\uparrow\uparrow 0) + \text{Ax}(\sqrt{\mathcal{C}}) \) the symmetry axioms involved in \( \text{Ax}(\omega)^0 \) and \( \text{Ax}(\omega)^00 \) are equivalent to one another.

\(^{414}\)By “official special relativity” we refer to \( \text{Specrel} \).
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THEOREM 4.2.37 Assume Flxbasax$^\oplus + Ax(\omega)^2 + Ax(\hbox{diswind}).$ Then (i) and (ii) below hold.

(i) $T$ and $T'$ coincide.

(ii) Assume $Ax(\uparrow\uparrow_0).$ Then $T$, $T'$ and $T''$ coincide.\footnote{A physical consequence of Thm.4.2.37 is that for the various definitions of our topology (i.e., $\mathcal{T}, T', T''$) the so-called measurable sets remain the same (under the assumptions of the theorem). The reason for this is that the measurable sets are usually derived from the topology. In principle results like this might be relevant for recent theories of physical measurement (where the notion of measurement is related to measurable sets) cf. Atila Andai personal communication. Cf. e.g. Misner-Thorne-Wheeler [192, p.1184 (lower part of the page)]. Cf. also Andai [6, Chap.4, §5] and Pulmanová [214].}

Further the topology $T = T' = T''$ is the Euclidean one in the sense of Thm.4.2.33(ii).

To save space, we omit the proof. It is available from the author. □

Since $Ax(\omega)^2$ was designed to be weak, Theorems 4.2.37, 4.2.38 say that Flxbasax$^\oplus +$ (some mild assumptions) suffice for $T = T' = T''$.

The next theorem says that if $n > 2$ then in the above theorem we could use the weaker $Ax(\omega)^{\|2}$ in place of $Ax(\omega)^2$.

THEOREM 4.2.38 Assume $n > 2$ and Flxbasax$^\oplus + Ax(\omega)^{\|2} + Ax(\hbox{diswind}).$ Then (i) and (ii) in Thm.4.2.37 hold.

The proof is available from the author. □

Theorems 4.2.11 (p.158), 4.2.21 (p.166), 4.2.22 (p.166), 4.2.33 (p.177) and 4.2.37 motivate the following definition.

Definition 4.2.39

(Alternatives $\mathcal{G}'_{\mathcal{M}_1}, \mathcal{G}''_{\mathcal{M}_1}$ and Ge'(Th), Ge''(Th) for $\mathcal{G}_{\mathcal{M}_1}$ and Ge(Th))

(i) Assume $\mathcal{M}$ is a frame model. Then we define $\mathcal{G}'_{\mathcal{M}_1}$ to be the geometry obtained from $\mathcal{G}_{\mathcal{M}_1} = \langle Mn, F_1, \ldots \rangle$ by replacing $\perp_r$, $eq$ by $\perp'_r$, $eq_2$, respectively, i.e.

\[ \mathcal{G}'_{\mathcal{M}_1} \overset{\text{def}}{=} \langle Mn, F_1, L; L^T, L^{Ph}, L^S, \epsilon, <, Bw, \perp'_r, eq_2, g, T \rangle. \]

We define $\mathcal{G}''_{\mathcal{M}_1}$ to be the geometry obtained from $\mathcal{G}'_{\mathcal{M}_1}$ by replacing the topology $T$ by $T'$, i.e.

\[ \mathcal{G}''_{\mathcal{M}_1} \overset{\text{def}}{=} \langle Mn, F_1, L; L^T, L^{Ph}, L^S, \epsilon, <, Bw, \perp'_r, eq_2, g, T' \rangle. \]

(ii) Let Th be a set of formulas in our frame language for relativity theory. Then the classes of relativistic geometries Ge'(Th) and Ge''(Th) associated with Th are defined as follows.

\[ \text{Ge}'(Th) \overset{\text{def}}{=} \{ \mathcal{G}'_{\mathcal{M}_1} : \mathcal{M} \in \text{Mod}(Th) \} , \]

\[ \text{Ge}''(Th) \overset{\text{def}}{=} \{ \mathcal{G}''_{\mathcal{M}_1} : \mathcal{M} \in \text{Mod}(Th) \} , \]

where for taking isomorphic copies of our geometries we apply Convention 4.2.4 (i.e. we stick with the “real” membership relation “$\in$”). □

Our next theorem says, roughly, that our class Ge(Th) of relativistic geometries is definable over the corresponding class of observational models.

In Theorem 4.2.40 below instead of definability of the topology part we claim definability of only a subbase for the topology. An exception is item (ii) of Thm.4.2.40, because there a base $T_0$ will be definable, too. The content of Thm.4.2.40 below will be presented (discussed etc.) in a greater detail in §4.3 (cf. the proof of Thm.4.2.40).
THEOREM 4.2.40

(i) The class $\mathcal{G}'(Th)$ is uniformly first-order definable over the class $\text{Mod}(Th)$, for any set $Th$ of formulas in our frame language.\footnote{cf. (i) in Remark 4.2.9 on p.154 (or for greater detail §4.3)}

(ii) $\mathcal{G}''(Th)$ is uniformly first-order definable over $\text{Mod}(Th)$, assuming

$$Th \models Bax^+ + Ax(\sqrt{\phi}).$$

(iii) $\mathcal{G}(Th)$ is uniformly first-order definable over $\text{Mod}(Th)$, assuming $n > 2$ and

$$Th \models Bax^+ + Ax(||)^- + Ax(\text{Triv}_t)^- + Ax(\text{diswind}) + Ax(\sqrt{\phi}).$$

(iv) $\mathcal{G}(Th)$ is uniformly first-order definable over the class $\text{Mod}(Th)$, assuming

$$Th \models Basax + Ax(\text{Triv}_t)^- + Ax(\sqrt{\phi}).$$

Proof: The theorem is restated and is proved in §4.3 as Theorems 4.3.25 (p.245), 4.3.22 (p.244) and 4.3.24. \fbox{]}\fbox{]

We will see that more is true, namely, $\text{Mod}(Th)$ and $\mathcal{G}(Th)$ are definitionally equivalent, in symbols

$$\text{Mod}(Th) \equiv \Delta \mathcal{G}(Th),$$

assuming $Th$ is strong enough, cf. Thm.4.3.38 (p.261).

On the conditions of Thm.4.2.40(iii): The assumption $n > 2$ cannot be omitted by (the proof of) Thm.4.2.23(ii) (p.168). The assumption $Ax(||)^-$ is needed because of (the proof of) Thm.4.2.23(i). Further we conjecture that $Ax(\text{diswind})$ cannot be omitted, cf. Conjecture 4.3.23 on p.244 and Fig.93 on p.244.

4.2.3 On the intuitive meaning of the geometry $\mathcal{G}_{\text{irr}}$

Recall that $Ax(\text{Triv}_t)^-$ is a weakened version of $Ax(\text{Triv}_t)$ and $Ax(\text{Triv})$, and it was introduced on p.157 in the present section. We will need $Ax(\text{Triv}_t)^-$ and $Ax(\text{Triv})$ quite often for the following reason. We defined, roughly speaking, the set $L$ of lines such that something is a line if it “coincides” with a coordinate axis of some inertial observer. Therefore we have rather few lines, i.e. to have enough lines we need $Ax(\text{Triv}_t)^-$. We could have defined lines as sets “parallel” either with the time-axis $\bar{t}$ or with a Euclidean line in the space part $S$ of our space-time for some inertial observer. In that case we would not need $Ax(\text{Triv}_t)^-$ so often. The only reason why we did not include $Ax(\text{Triv}_t)^-$ into our basic theories like Basax or Basax + Ax(sym) is that we could derive our main theorems (e.g. no FTL observers, Twin
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Paradox) even without $\text{Ax}((\text{Triv})^\perp)$. But whenever we need $\text{Ax}((\text{Triv})^\perp)$ for something, we will assume it without a second thought.\footnote{Omitting (or weakening) certain axioms of a theory (like Basax + $\text{Ax}(\omega)^\perp$) of special relativity leads to exciting questions (such an axiom is e.g. $\text{AxE}$) but for some other axioms (e.g. $\forall p (p \in \ell \leftrightarrow p \in \ell_1) \rightarrow \ell = \ell_1$) this does not seem to be the case. It is our impression that $\text{Ax}((\text{Triv})^\perp)$ might belong to this second kind of axioms (though we did not think much about this, so we may be wrong).}

We will also need $\text{Ax}(\text{eqm})$ often, where $\text{Ax}(\text{eqm})$ was defined on p.145. The reason for our needing $\text{Ax}(\text{eqm})$ is the following: Without $\text{Ax}(\text{eqm})$, $g$ could easily become degenerate because $g$ was defined via “min”. Further, failure of $\text{Ax}(\text{eqm})$ can produce strange things, e.g. $(\text{eq}(a, b, c, d) \Rightarrow g(a, b) = g(c, d))$ can fail even in Basax without $\text{Ax}(\text{eqm})$. (Connections between $\text{Ax}(\text{eqm})$ and some earlier introduced axioms are discussed in §6.2.7 of AMN [18].)

Discussion of the intuitive meaning of the geometry $\mathcal{G}_{\mathfrak{M}}$: Intuitively, the points of $\mathcal{G}_{\mathfrak{M}}$ are the events. The $L^T$-lines are the life-lines of inertial observers. The $L^{\text{Ph}}$-lines are the life-lines of photons. Intuitively, one could say that the set of space-like lines $L^S$ consists of the life-lines of the potential faster than light inertial bodies (which are called tachions in the literature). However, these bodies need not exist in our model $\mathfrak{M}$. But certainly, if there exists an FTL inertial body $b$ in a model $\mathfrak{M}$, then the life-line $\{ e \in Mn : b \in e \}$ of $b$ is in $L^S$, under some assumptions on $\mathfrak{M}$, \footnote{E.g. Basax + $\text{Ax}((\text{Triv})^\perp)$ + $\text{Ax6}$ + $\text{Ax}(\sqrt{\text{\text{eqm}}})$ suffices} cf. Prop.6.2.55 (p.858) of AMN [18]. Two events are $\equiv^T$-related if there is an inertial observer, whose life-line contains both events. This is equivalent to saying that there is an inertial observer who sees them happening at the same place, under mild assumptions\footnote{More precisely, no observer has the same life-line as a photon.}, cf. Prop.6.2.56(i) (p.858) of AMN [18]. Two events are $\equiv^{\text{Ph}}$-related if they are connected by a photon. Two events are $\equiv^S$-related iff there is an inertial observer who sees them happening at the same time, if we assume $\text{Ax}((\text{Triv})^\perp + \text{Ax}(\sqrt{\text{\text{eqm}}}) + \text{Ax4} + \text{Ax6}_{\mathfrak{M}})$, the $g$-distance $g(e, e_1)$ between two events $e, e_1$ is (i) the Euclidean distance between them if they are simultaneous for some inertial observer, is (ii) the time elapsed between $e, e_1$ if they are on the life-line of some inertial observer, is (iii) zero if a photon connects them and is (iv) undefined if no inertial observer can see both of them (under some mild assumptions).

Remark 4.2.41 We have seen in earlier sections that (assuming $\text{Ax1}$, $\text{Ax2}$, $\text{Ax3}_0$, $\text{Ax4}$, $\text{AxE}_0$, $\text{Ax6}_{\mathfrak{M}}$) the irreflexive parts of $\equiv^T$ and $\equiv^{\text{Ph}}$ are disjoint because no observer moves with the speed of light,\footnote{In the relativity book d'Inverno [73, pp. 107-108], our $g^+$ is called a Minkowski metric (and is denoted as $\eta_{ab}$). More precisely, the square $(g^+)^2$ of $g^+$ is called there a Minkowski metric, we guess that this is done there in order to avoid complex numbers. (It is important to note that a Minkowski metric is not a metric [in the usual sense] cf. footnote 313 on p.146.)} hence $(e \neq e_1 \wedge e \equiv^T e_1) \Rightarrow e \neq^{\text{Ph}} e_1$.

For completeness, we note that there is a tradition in the literature which codes $g$, $\equiv^T$, $\equiv^{\text{Ph}}$ up into one complex-valued (pseudo-metric) function

$$g^+(e, e_1) = \begin{cases} g(e, e_1) & \text{if } e \equiv^T e_1 \text{ or } g(e, e_1) \text{ is undefined} \\ 0 & \text{if } e \equiv^{\text{Ph}} e_1 \\ i \cdot g(e, e_1) & \text{otherwise.} \end{cases}$$

Here $i = \sqrt{-1}$ and $g^+ : Mn \times Mn \rightarrow \mathbb{C}(\mathfrak{F})$, where $\mathbb{C}(\mathfrak{F}) = \mathfrak{F}(i)$ is the field of complex numbers over $\mathfrak{F}$.

However, in the present work we will not need $g^+$ because the information carried by $g^+$ is recoverable from our structure $\langle Mn, F_1; g, \equiv^T, \equiv^{\text{Ph}} \rangle$.\footnote{In the relativity book d'Inverno [73, pp. 107-108], our $g^+$ is called a Minkowski metric (and is denoted as $\eta_{ab}$). More precisely, the square $(g^+)^2$ of $g^+$ is called there a Minkowski metric, we guess that this is done there in order to avoid complex numbers. (It is important to note that a Minkowski metric is not a metric [in the usual sense] cf. footnote 313 on p.146.)}
Below we continue the discussion of the intuitive meaning of the parts of our geometries. Intuitively, two lines \( \ell, \ell_1 \) are orthogonal in the relativistic sense (i.e. \( \perp_{r} \)-related) if there is an inertial observer \( m \) who thinks that they are parallel with two different coordinate axes. There is a slight problem with this intuitive definition because in most of our models \( \mathcal{M} \) no line will be orthogonal to photon-like lines. To help this we introduced a limit construction in our definition of \( \perp_{r} \). We refer to Remark 4.2.7 (pp. 149–152) for intuitive motivation (and considerations) for our using limits in the definition of \( \perp_{r} \). If we assume \( \text{Bax}^{\oplus} \) and some mild assumptions then our relativistic orthogonality gets very close to the usual Minkowskian orthogonality, cf. Thm.4.2.50 (p.195). On the other hand if we do not assume \( \text{Bax}^{\oplus} \), then the relativistic orthogonality \( \perp_{r} \) can behave in quite interesting, unusual ways. E.g. in \text{NewtK} geometries, two lines are orthogonal iff at least one of them is space-like. Further, there is a \( \text{Bax}^{-\oplus} \) geometry with two parallel space-like lines which are \( \perp_{r} \)-orthogonal, see Figure 82. (The “meanings” of \( \perp_{r}, L^T, L^S, \equiv^T, \equiv^S, \ldots \) are discussed above and in items 6.2.48–6.2.57, pp. 854–858 of AMN [18]. Betweenness \( Bw \) and equidistance \( eq \) are the usual geometric relations used e.g. by Hilbert [125, 127]. \( Bw(a, b, c) \) means that some inertial observer thinks that event \( b \) is between events \( a \) and \( c \). Intuitively, \( eq_0(a, b, c, d) \) means\(^{125}\) that segments \( \langle a, b \rangle \) and \( \langle c, d \rangle \) have the same length, for some inertial observer (and this observer sees these segments on coordinate axes). Further, \( eq(a, b, c, d) \) means that there is a finite chain of inertial observers such that they together (in a kind of collaboration) think that segments \( \langle a, b \rangle \) and \( \langle c, d \rangle \) have the same length, see Figure 68 on p.144. Further, \( a \prec b \) means that there is an inertial observer who thinks that \( a \) happened earlier than \( b \) and who sees both \( a \) and \( b \) on his life-line.

The reader may ask what the role of the constant \( 1 \in F_1 \) is in the geometry \( \mathcal{G}_91 \). Clearly the role of \( F_1 \) is to represent the range of \( g \) as a special sort (or universe), but for this purpose the additive group \( F_0 := \langle F; 0, +, \leq \rangle \) would be sufficient. The answer is the following. Later, in \( \S 4.5 \), we will experiment with reconstructing the “observational-oriented” models \( \mathcal{M} \) from the observer-independent geometries \( \mathcal{G}_91 \). The role of the constant \( 1 \) is to help us to reconstruct the

\(^{125}\) Recall that \( eq \) was defined as the transitive closure of \( eq_0 \). Hence \( eq_0 \) can be considered as a kind of “core” of \( eq \).
“units of measurement” or in other words “the size of a hydrogen atom” (cf. p.91) in $\mathcal{M}$ from $\mathcal{E}_{391}$, at least to some extent (and under some conditions). E.g., under assuming $\textbf{Ax}(\text{eqm})$, we can reconstruct the units of measurement of $\mathcal{M}$ from $\mathcal{E}_{391}$, cf. e.g. Thm.4.5.11 (p.290). In passing we note that as “patterns” (A)-(E) on p.284 suggest, there will be stronger results of “recoverability” than the just quoted one, in later parts of §4.5.1. We will return to the present subject (the role of “1” etc) in more detail in §4.5. (Cf. e.g. Remark 4.5.51, p.322.) In particular, we will discuss how much of $\mathcal{M}$ is recoverable from $\mathcal{E}_{391}$ without using 1 in the form of a “duality theory” called in 4.5.4 (p.325) ($\mathcal{G}_0, \mathcal{M}_0$)-duality.\(^{426}\)

Summing it up, the role of $1 \in \mathbf{F}_1$ is to help us to recover the units of measurement (in $\mathcal{M}$) from the geometry $\mathcal{E}_{391}$. (Referring back to the intuitive explanation using hydrogen atoms in §2.8 on p.91 [about justification of $\textbf{Ax}(\text{symm})$], we could say that the constant “1” helps us to remember in $\mathcal{E}_{391}$ what the “size of a hydrogen atom” was in $\mathcal{M}$.)

Let us turn to discussing why we “celebrate” the observer-independent character of $\mathcal{E}_{391}$. In answering this question we will deliberately mix talking about $\mathcal{E}_{391}$ and its (first-order logic) theory $\text{Th}(\mathcal{E}_{391})$.\(^{427}\)

(1) Much of what we should say about this was already said in the introduction §4.1 (of this chapter). We will not repeat those thoughts here, the reader is asked to have a look in §4.1.

(2) Clearly $\mathcal{E}_{391}$ is the same to all observers.

(3) By the duality theory to be developed later in §4.5, all the information available in $\mathcal{M}$ is also available in $\mathcal{E}_{391}$,\(^{428}\) so we do not lose information when switching to $\mathcal{E}_{391}$.

(4) $\mathcal{E}_{391}$ satisfies certain important, desirable philosophical principles (e.g. the one saying that all our concepts should be definable from observational ones, associated with certain modern refinements of Occam’s razor\(^{429}\)). These principles were already satisfied by $\mathcal{M}$, and $\mathcal{E}_{391}$ inherits this property from $\mathcal{M}$ because $\mathcal{E}_{391}$ is first-order-logic-definable over $\mathcal{M}$ (under some conditions).\(^{431}\)

(5) Around the end of this chapter, we will see that $\mathcal{E}_{391}$ admits mathematically elegant streamlined versions (cf. e.g. the time-like-metric geometry $\langle \mathcal{M}_n, \mathbf{F}_1; g^\ast \rangle$ in §4.6.1 p.346 as an example). These streamlined versions of $\mathcal{E}_{391}$ provide us with a simple, mathematically elegant, and transparent picture of the world (which, in many respects, is simpler and more elegant than $\mathcal{M}$).

(6) $\mathcal{E}_{391}$ provides us with a stepping-stone towards theories admitting accelerated observers and eventually towards general relativity. Cf. e.g. §4.7 on geodesics.

(7) In some sense one feels that $\mathcal{E}_{391}$ represents “deeper” and more essential aspects of the world than $\mathcal{M}$ does. One could say that the ingredients of $\mathcal{M}$ are the things one sees on the “surface” of the phenomena or reality being studied while $\mathcal{E}_{391}$ contains ingredients which make these surface phenomena “tick”. One could say that $\mathcal{E}_{391}$ contains something that could be regarded as “explanation” for $\mathcal{M}$ (where explanation is understood in the sense of Friedman [91]). Cf. footnote 275 on p.131.

(8) The various reducts of $\mathcal{E}_{391}$ provide us with aspects of the world that we can contemplate. So for a while we may decide to concentrate on one aspect (represented by one reduct)\(^{426}\)\(^{427}\)\(^{428}\)\(^{429}\)\(^{430}\)\(^{431}\)

\(^{426}\)Forgetting 1 from $\mathcal{E}_{391}$ is related to what we called on p.88 “ant and elephant version of relativity”, and which we plan to outline in some future work. Cf. also AMN [18, Remark 4.2.1 on p.458].

\(^{427}\)Or more precisely $\text{Th}(\{ \mathcal{E}_{391} : \mathcal{M} \models \text{Th}_1 \})$ for some fixed $\text{Th}_1$.

\(^{428}\)under some mild conditions

\(^{429}\)We mean principles proposed by Reichenbach, Carnap, Mach (and also by the logical positivists).

\(^{430}\)For further desirable philosophical principles satisfied by $\mathcal{E}_{391}$ we refer the reader to the introduction of the present chapter (§4.1).

\(^{431}\)Cf. Thm.4.2.40 (p.182). (In this respect we do not gain over $\mathcal{M}$ but we do not lose either.)
and ignore the rest. Then we can experiment with how far we can get by concentrating on this aspect. Later we may concentrate on some other aspect (reduct). Eventually we can compare the results (and try to obtain insight into which aspect is responsible for which effect). In other words this provides us with the machinery of “abstraction”. For more on this (“decomposing” the world into reducts etc.) cf. the first 5 lines of §4.5.4 (p. 325), p. 342, and p.341 of AMN [18]. (Note that the same kind of “decomposability” is not available in the original structures the $\mathfrak{M}$’s.)

(9) $\mathfrak{G}_{\mathfrak{M}}$ may be helpful in comparing the various observers, seeing their relationships with each other. We feel that this is so because in $\mathfrak{G}_{\mathfrak{M}}$ when, say, we are thinking about e.g. three inertial observers simultaneously, we are not forced to do so from the world-view of some particular observer, instead we can look at our three observers from, so to speak, the “objective” perspective of $\mathfrak{G}_{\mathfrak{M}}$. In contrast, when working in $\mathfrak{M}$, we always have to choose an observer and we have to describe things from his particular perspective. This may make e.g. proofs longer (because we might have to switch perspectives).

(10) For more on why we celebrate the observer-independent character of $\mathfrak{G}_{\mathfrak{M}}$ we refer to the book Matolesi [187].

(11) For completeness, we note the following: Many of the so-called thought experiments can be translated into the language of $\mathfrak{G}_{\mathfrak{M}}$, and the outcome of the thought experiment can be predicted by knowing $\mathfrak{G}_{\mathfrak{M}}$, cf. “laws of nature” part in AMN [18]. An example is the so-called twin paradox, assuming e.g. $n > 2$ and $\textbf{Bax}^{-\uparrow\uparrow} + \textbf{Ax}(\text{eqtime})$. For the case $\textbf{Basax} + \textbf{Ax}(\omega)^{\uparrow\uparrow} + \textbf{Ax}(\uparrow\uparrow)$, the importance of $\mathfrak{G}_{\mathfrak{M}}$ is further elaborated in e.g. Misner-Thorne-Wheeler [192, pp. 3–47, 163–175].

The usefulness of $\mathfrak{G}_{\mathfrak{M}}$ will be especially apparent when we turn to discussing non-inertial observers. As an illustration, let us assume that we have a body $b$ whose life-line is not in $L'$. Assume we would like to raise $b$ to the level of being an observer. For simplicity, assume $n = 2$. Then $b$ would like to coordinate the “events” $Mn$, i.e. we would like to define a function $w_b: 2F \rightarrow Mn$. Using $\mathfrak{G}_{\mathfrak{M}}$, there is a natural way for doing this, cf. e.g. Misner-Thorne-Wheeler [192, pp. 163–175].

At this point we stop listing values of $\mathfrak{G}_{\mathfrak{M}}$.

**Remark 4.2.42 (On the philosophy of our using inertial and not necessarily inertial observers in the definition of $\mathfrak{G}_{\mathfrak{M}}$ above.)**

Before starting, we note that later we will have so-called **windows** in $\mathfrak{G}_{\mathfrak{M}}$. Roughly, a window is a part of $Mn$ visible for one observer.

Now, what we want to say about the “philosophy . . .” is the following: (i) Everything that is “measured” (e.g. $g$ or $\perp_F$) by observers of course) is defined via $\text{Obs} \cap \text{Ib}$. As a contrast; (ii) windows, existence of events (ontology of $Mn$) are defined via $\text{Obs}$ (i.e. all observers).

(iii) Cf. also the definition of $\mathfrak{G}_{\mathfrak{M}}$ in §4.5.5 p.332.

We will start discussing the connections with the standard Minkowskian geometry on p.188 in §4.2.4.

---

432 **Decompose** the world into aspects, study the aspects separately and in their interaction and then put the results together.

433 We note that (for $n > 2$) the members of $\mathfrak{G}(\textbf{Basax} + \textbf{Ax}(\omega)^{\uparrow\uparrow} + \textbf{Ax}(\uparrow\uparrow))$ are the Minkowskian geometries, up to isomorphism, cf Def.4.2.44 (p.189) and Thm.4.2.45 (p.190).

434 This does not contradict what we will say in §4.5(V) on pp. 332–340 ( . . Gödel incompleteness) about undefinability of non-inertial bodies. (The reason for this is that these two claims about definability “live” as two different levels of abstraction.)
Figure 83: The starship hovering above the black-hole horizon, and the trajectories along which light travels to it from distant galaxies (the light rays). The hole’s gravity deflects the light rays downwards ("gravitational lens effect"), causing humans on the starship to see all the light concentrated in a bright, circular spot overhead.
Remark 4.2.43 (On Figure 83 [view from the black hole]) Later, in generalizations towards general relativity, our geometry $\mathcal{G}$ will be more sophisticated than the present $\mathcal{G}_{\mathbb{R}}$. E.g., life-lines of photons (and other inertial bodies) will be so-called geodesics instead of Euclidean lines. Geodesics will be discussed in §4.7. Figure 83 on p.187 represents some spectacular effect caused by geodesics being curved by a black hole.

The basic properties of $L$, $L^T$, $L^S$, $\equiv^T$, $\equiv^S$, $\perp$, etc. and their interconnections are discussed in items 6.2.48–6.2.57 of AMN [18]. In later proofs we will use these basic facts. These propositions establish connections between geometric properties on the $\mathbb{F}$-side and similar properties on the $\mathbb{F'}$-side. E.g., they reduce orthogonality of two lines in $\mathbb{F}$ to properties of their pre-images in $\mathbb{F'}$.

If the reader wants only a quick overview of the high points of this dissertation and if he is familiar with the standard Minkowskian geometry of special relativity, then he can skip the next three subsections (§4.2.4–4.2.6) and go directly to section §4.3. These three subsections discuss (i) connections with the standard Minkowskian geometry, (ii) characterizations of $\mathcal{G}(Th)$ for distinguished choices of $Th$ (and basic properties of our geometries), (iii) streamlined reducts like $\langle \mathbb{F}, L; \in, \perp \rangle$ of $\mathcal{G}_{\mathbb{R}}$, which can be used instead of $\mathcal{G}_{\mathbb{R}}$ for most of the purposes in the present chapter, under some conditions.

4.2.4 Connections with the standard Minkowskian geometry

The style of our above definition of $\mathcal{G}_{\mathbb{R}}$ followed a certain kind of intuition e.g., (i) events $e, e_1$ are defined to be spatially separated iff some inertial observer thinks that $e$ and $e_1$ happened at the same time; and (ii) for events $e$ and $e_1$ the relation $e \prec e_1$ is defined to hold iff some inertial observer thinks that $e$ precedes $e_1$ in time (and sees $e, e_1$ on his life-line); etc. In general, we tried to achieve the effect that, intuitively, some relation holds between given objects iff some inertial observer thinks this is so (sometimes we had to take “min” or limits to complete the picture, but this was the general intuition).

As a contrast, in Definition 4.2.44 below, for every Euclidean $\mathfrak{F}$, we define a geometry on $\mathbb{F}$ in a “computational” style. Following the literature, we call this geometry the Minkowskian geometry over $\mathfrak{F}$.

In Thm.4.2.45 below (p.190), we will see that our “intuition-oriented” definition of $\mathcal{G}_{\mathbb{R}}$ is equivalent to the standard Minkowskian definition mentioned above, under some assumptions on $\mathfrak{F}$. Further, if $n > 2$, the observer-independent geometries (in our sense) of the Minkowski models (the latter is defined in §3.8 of AMN [18]) will turn out to coincide with the Minkowskian geometries, up to isomorphism, cf. Prop.4.2.48, p.194. (In §4.2.5 we will see that relativistic geometries corresponding to many of our theories can be obtained as “unions” of Minkowskian geometries if we concentrate on a reduct of our geometries, only. Cf. Figures 84, 85, pp. 192, 193.)

---

435 In some of the later proofs we use lemmas proved in (ii) but we will refer to these when they are needed.
436 cf. e.g. Kostrikin-Manin [148], cf. also Goldblatt [102]
437 in the sense of Def.4.2.3
4.2.4 CONNECTION WITH MINKOWSKIAN GEOMETRY

On terminology: What we call here Minkowskian geometry, is (usually) called in the literature “Minkowskian spacetime”, cf. e.g. Goldblatt [102] or Schutz [231]. But e.g. Goldblatt [102] in its introduction uses the expression “Minkowskian geometry” exactly the same way as we do.

Definition 4.2.44 (Minkowskian geometry)
Assume \( \mathcal{F} \) is Euclidean. Then the \( n \)-dimensional Minkowskian geometry over \( \mathcal{F} \) is defined as follows.

\[
\text{Mink}(n, \mathcal{F}) := \text{Mink}(\mathcal{F}) := \langle nF, F_1, L_\mu, L^T_\mu, L^{Ph}_\mu, L^S_\mu, \leq, B_{\mu}, \perp_{\mu}, \text{eq}_\mu, g_\mu, T_\mu \rangle;
\]

where:

- \( F_1 := \langle F; 0, 1, +, \leq \rangle \), as defined in Def.4.2.3.
- \( L_\mu \stackrel{\text{def}}{=} \text{Eucl}(n, F) := \text{Eucl} \).
- \( L^T_\mu \stackrel{\text{def}}{=} \text{SlowEucl} \).
- \( L^{Ph}_\mu \stackrel{\text{def}}{=} \text{PhEucl} \).
- \( L^S_\mu \stackrel{\text{def}}{=} L_\mu \setminus (L^T_\mu \cup L^{Ph}_\mu) \).
- \( \leq_\mu \) is a binary relation on \( nF \) defined as follows. Let \( p, q \in nF \). Then
  \[
  p \leq_\mu q \iff (p_t < q_t \land \overline{pq} \in \text{SlowEucl}).
  \]
- \( B_{\mu} = \text{Betw} \).
- The Minkowskian orthogonality \( \perp_{\mu} \subseteq L_\mu \times L_\mu \) is defined as follows. Let \( \ell, \ell' \in L_\mu \). Then
  \[
  \ell \perp_{\mu} \ell' \iff (\forall \text{ distinct } p, q \in \ell)(\forall \text{ distinct } p', q' \in \ell')
  \[
  (p_0 - q_0)(p'_0 - q'_0) - \left( \sum_{\alpha < \in \in n} (p_\alpha - q_\alpha)(p'_\alpha - q'_\alpha) \right) = 0.
  \]
  If \( \ell \perp_{\mu} \ell' \) then we say that \( \ell \) and \( \ell' \) are Minkowski-orthogonal.
- Let us recall that \( g^2_{\mu} : nF \times nF \to F \) is the square of the Minkowski-distance defined in Def.2.9.1.
  We define the Minkowski distance \( g_\mu : nF \times nF \to F \) as follows. Let \( p, q \in nF \). Then
  \[
  g_\mu(p, q) := \sqrt{g^2_{\mu}(p, q)}.
  \]

\( ^{438} \) The reason for this is probably the fact that e.g. in Busemann [54, §17] the expression “Minkowskian geometry” is reserved for something else, something not connected to relativity.

\( ^{439} \) exactly as we did above Prop.6.2.38 on p.844 in AMN [18]

\( ^{440} \) In connection with this definition we note that our symbol \( g^2_{\mu} \) (introduced on p.101) is \textit{not} the square of something denoted by \( g_\mu \), but instead it is a basic symbol, like, say \( \gamma \). Then, \( g_\mu \) counts as a brand new symbol unrelated to \( g^2_{\mu} \) and our definition \( g_\mu(\ldots) = \sqrt{g^2_{\mu}(\ldots)} \) should be understood like \( g_\mu(p, q) = \sqrt{\gamma(p, q)} \). (The reason for treating \( g^2_{\mu} \) as basic symbol [instead of e.g. \( g_\mu \)] is explained in footnote 82, p.18.)
• $eq_\mu$ is a 4-ary relation on $^nF$ defined as follows. Let $p, q, p', q' \in ^nF$. Then

$$eq_\mu(p, q, p', q') \iff \left( g_\mu(p, q) = g_\mu(p', q') \wedge [g_\mu(p, q) = 0 \Rightarrow (p = q \wedge p' = q')] \right).$$

• $T_\mu$ is defined by $g_\mu$ as described in item 13 of Def. 4.2.3 (p. 146).

We will sometimes omit the subscript $\mu$ from $L_\mu$, etc. because the vocabulary or similarity type of Minkowskian geometries is the same as that of relativistic geometries.

Assume $\mathcal{M} \models \text{Basax}$. Then for each $m \in \text{Obs}$, the bijection $w_m : ^nF \rightarrow M_n$ can be used to “copy” the geometry $\text{Mink}(\mathfrak{s}^n_{2\mathbf{M}})$ to $M_n$ (as its new universe, i.e. as its new set of points), yielding a geometry $\text{Mink}^m_{2\mathbf{M}}$. However for different observers $m$, this geometry might be different (though isomorphic), because different observers might copy $\text{Mink}(\mathfrak{s}^n_{2\mathbf{M}})$ differently to $M_n$. Assume further $\mathcal{M} \models \text{Ax}(\omega)^1 + \text{Ax}(\uparrow\uparrow)$. Then the observers will agree on how to copy $\text{Mink}(\mathfrak{s}^n_{2\mathbf{M}})$. Formally,

$$(\forall m, k \in \text{Obs}) \text{Mink}^m_{2\mathbf{M}} = \text{Mink}^k_{2\mathbf{M}},$$

assuming $\mathcal{M}$ satisfies the mentioned axioms. This is essentially what Thm. 4.2.45 below says.\footnote{Actually, this idea of somehow identifying $^nF$ with $M_n$ via some observer’s world-view can be pushed through even in $\text{Bax}^-$, since we have seen that the world-view transformations are line preserving, cf. Def. 4.2.61 (p. 206) and Prop. 4.2.64 (p. 208).}

Assume now $\mathcal{M} \models \text{Basax} + \text{Ax}(\omega)^2 + \text{Ax}(\uparrow\uparrow)$. Then we could define a Minkowskian geometry on $M_n$ as follows:

$$\text{Mink}_{2\mathbf{M}} := \text{Mink}^m_{2\mathbf{M}}$$

for an arbitrary but fixed $m \in \text{Obs}$. Our Thm. 4.2.45 below says that

$$\text{Mink}_{2\mathbf{M}} = \mathfrak{s}_{2\mathbf{M}},$$

assuming $n > 2$. To keep the number of defined symbols in this work relatively small, we will not rely on the notation $\text{Mink}_{2\mathbf{M}}$ in the rest of this work (at least not without recalling it).

\textbf{THEOREM 4.2.45} Assume $\mathcal{M} \in \text{Mod}(\text{Basax} + \text{Ax}(\omega)^2 + \text{Ax}(\uparrow\uparrow))$. Then (i)–(iii) below hold.

(i) Let $n > 2$. Then

$$\mathfrak{s}_{2\mathbf{M}} \cong \text{Mink}(\mathfrak{s}^n_{2\mathbf{M}}),$$

cf. Figures 84, 85.

Moreover, for every $m \in \text{Obs}$, $w_m : ^nF \rightarrow M_{2\mathbf{M}}$ induces an isomorphism between $\text{Mink}(\mathfrak{s}^n_{2\mathbf{M}})$ and $\mathfrak{s}_{2\mathbf{M}}$ the natural way.\footnote{We need the subformula “$g_\mu(p, q) = 0 \Rightarrow \ldots$” only because in our definition of $eq$ by some accident we had the side effect that photon-like separated pairs of points are not $eq$-related even to themselves, cf. footnote 303 on p. 144. Further, because we want to make our definition (of $\mathfrak{s}_{2\mathbf{M}}$) comparable with the Minkowskian definition (i.e. with $\text{Mink}(\mathfrak{s})$).}

\textbf{4.2 BASIC CONCEPTS}
4.2.4 CONNECTION WITH MINKOWSKIAN GEOMETRY

(ii) Let \( n = 2 \). Then the conclusion of (i) remains true with the exception of eq, i.e. instead of \( \mathfrak{G}^\mathfrak{M} \) we have to talk about the \( \langle,\rangle \)-free reduct of \( \mathfrak{G}^\mathfrak{M} \). The conclusion of (i) will not remain true if we do not exclude eq from our geometries.

(iii) The statement in item (i) remains true if we replace the assumption \( \text{Ax}(\omega)_{\mathfrak{Z}}^{\mathfrak{Z}} \) by \( \text{Ax}(\text{Triv}_{\mathfrak{Z}})^{\mathfrak{Z}} + \text{Ax}(\sqrt{\cdot}) + \text{Ax} \), where \( \text{Ax} \) is any one of \( \text{Ax}(\omega) \), \( \text{Ax}(\omega)^0 \), \( \text{Ax}(\omega)^{00} \), \( \text{Ax}(\omega)^{\mathfrak{Z}} \), \( \text{Ax}(\text{syt}_0) \), \( \text{Ax}(\text{symm}) \), \( \text{Ax}(\text{speedtime}) \), \( \text{Ax}\Delta 1 + \text{Ax}(\text{eqtime}) \), \( \text{Ax}\Delta 2 \), \( \text{Ax}\mathfrak{C}1 + \text{Ax}(\text{eqtime}) \), \( \text{Ax}\mathfrak{C}2 \), \( \text{Ax}(\text{eqspace}) \), \( \text{Ax}(\text{eqm}) \).

The proof is available from the author.  

The following theorem says that, if \( n > 2 \), then the \( \langle,\rangle \)-free reduct of any \( \text{Basax} + \text{Ax}(\omega)_{\mathfrak{Z}}^{\mathfrak{Z}} \) geometry coincides with the similar reduct of a Minkowskian geometry. In connection with the conditions of Theorems 4.2.45 and 4.2.46 we recall that \( \text{Ax}(\omega)_{\mathfrak{Z}}^{\mathfrak{Z}} \) is weaker than \( \text{Ax}(\omega)^{\mathfrak{Z}} \). In Thm.4.2.45 we needed the assumption \( \text{Ax}(\omega)^{\mathfrak{Z}} \) for the \( n = 2 \) case only; for the \( n > 2 \) case \( \text{Ax}(\omega)_{\mathfrak{Z}}^{\mathfrak{Z}} \) was sufficient.

**THEOREM 4.2.46** Assume \( n > 2 \). Then (i) and (ii) below hold.

(i) Assume \( \mathfrak{G} \in \text{Ge}(\text{Basax} + \text{Ax}(\omega)^{\mathfrak{Z}}) \). Then the \( \langle,\rangle \)-free reduct of \( \mathfrak{G} \) coincides with the similar reduct of a Minkowskian geometry, up to isomorphism, i.e. there is a Euclidean \( \mathfrak{G} \) such that

\[
(\langle,\rangle\text{-free reduct of } \mathfrak{G}) \cong (\langle,\rangle\text{-free reduct of Mink}(\mathfrak{G})),
\]

cf. Figures 84, 85.

(ii) The statement in item (i) remains true if we replace the assumption \( \text{Ax}(\omega)^{\mathfrak{Z}} \) by \( \text{Ax}(\text{Triv}_{\mathfrak{Z}})^{\mathfrak{Z}} + \text{Ax}(\sqrt{\cdot}) + \text{Ax} \), where \( \text{Ax} \) is any one of \( \text{Ax}(\omega) \), \( \text{Ax}(\omega)^0 \), \( \text{Ax}(\omega)^{00} \), \( \text{Ax}(\omega)^{\mathfrak{Z}} \), \( \text{Ax}(\text{syt}_0) \), \( \text{Ax}(\text{symm}) \), \( \text{Ax}(\text{speedtime}) \), \( \text{Ax}\Delta 1 + \text{Ax}(\text{eqtime}) \), \( \text{Ax}\Delta 2 \), \( \text{Ax}\mathfrak{C}1 + \text{Ax}(\text{eqtime}) \), \( \text{Ax}\mathfrak{C}2 \), \( \text{Ax}(\text{eqspace}) \), \( \text{Ax}(\text{eqm}) \).

The proof is available from the author.  

Roughly, the following proposition says that, assuming \( \text{Basax} + \text{Ax}(\omega)^{\mathfrak{Z}} + \text{Ax}(\uparrow\uparrow) \), the world-view transformations \( f_{\text{mk}} \) are exactly those automorphisms of the observer independent geometry \( \mathfrak{G}^\mathfrak{M} \) which leave the sort \( F \) pointwise fixed, cf. items (iii) and (iv) of the proposition. Let us notice that this means, basically, that the world-view transformations of \( \mathfrak{M} \) coincide with the (nice) automorphisms of \( \mathfrak{G}^\mathfrak{M} \). In connection with the proposition below cf. §6.2.8 in AMN [18].

**PROPOSITION 4.2.47** Assume \( \mathfrak{M} \models (\text{Basax} + \text{Ax}(\omega)^{\mathfrak{Z}} + \text{Ax}(\uparrow\uparrow)) \). Assume \( m, k \in \text{Obs} \).

Then (i)–(iv) below hold.

(i) The world-view transformation \( f_{\text{mk}} \) induces an automorphism of the Minkowskian geometry \( \text{Mink}(\mathfrak{G}^\mathfrak{M}) \) the natural way.  

(ii) For every automorphism \( \alpha \) of \( \text{Mink}(\mathfrak{G}^\mathfrak{M}) \) which is the identity function on the sort \( F \), there are \( m', k' \in \text{Obs}^\mathfrak{M} \) such that \( \alpha \) and \( f_{m'k'} \) coincide on \( \text{sort } F \).

---

\(^{444}\) In connection with item (ii) of Thm.4.2.45 cf. the first 8 lines of the proof of Thm.6.2.22 on p.906 in AMN [18].

\(^{445}\) Making this precise: Let \( \widetilde{f}_{\text{mk}} : \text{Eucl} \longrightarrow \text{Eucl} \) be defined by \( \widetilde{f}_{\text{mk}} : \ell \mapsto f_{\text{mk}}[\ell] \). Then \( \widetilde{f}_{\text{mk}} \overset{\text{def}}{=} (f_{\text{mk}}, \text{Id} \upharpoonright F, \widetilde{f}_{\text{mk}}) \) is a (three-sorted) automorphism of \( \text{Mink}(\mathfrak{G}^\mathfrak{M}) \). For the notion “three-sorted automorphism” cf. item (II) of Def.4.2.3 (p.146).
Figure 84: Reducts of geometries agreeing with the corresponding (reducts of) Minkowskian geometries. Ax(√) and n > 2 are assumed. Nodes are of form Rd_l (Ge(Th)) determined by the choice of Th and geometric sublanguage L, where the operator Rd_l is defined on p.205 and intuition etc. about reducts is in Convention 4.3.1. For detailed explanation cf. p.205. Cf. also Fig.85. For ≡Δ cf. p.255.
Figure 85: This is Fig.84 enriched with the names of the theorems involved.
(iii) $w_m^{-1} \circ w_k$ induces an automorphism $f_{mk}$ of the geometry $G_{9n}$, the natural way.\footnote{Making this precise: Let $d_{mk} \overset{\text{def}}{=} w_m^{-1} \circ w_k$. Then $d_{mk}$ is a mapping of $M_n$ into itself. Let $d_{mk} : L \to L$ be defined by $d_{mk}(\ell) = d_{mk}[\ell]$. Now, $f_{mk} = (d_{mk}, \text{Id} | F, d_{mk})$. More detail and intuitive motivation for $f_{mk}$ is in AMN [18, p.914].}

(iv) For every automorphism $\alpha$ of $G_{9n}$ which is the identity function on the sort $F$, there are $m', k' \in Obs^{9n}$ such that $\alpha$ and $w_{m'}^{-1} \circ w_{k'}$ coincide on $M_n$. I.e. $f_{m'k'}$ agrees with $\alpha$.

On the proof: Items (i) and (iii), for the case $n > 2$, are corollaries of Thm.4.2.45. In the case $n = 2$, by Thm.4.2.45, we conclude that items (i) and (iii) hold for the eq-free reducts of the geometries. Checking that $f_{mk}$ and $w_{m}^{-1} \circ w_{k}$ are automorphisms of the geometry reducts $3F; eq_{1}$ and $< M_{9n}; eq_{2n} >$, respectively, is easy and is left to the reader. The proofs of items (ii), (iv) are available from the author. \footnote{See footnote 443.}

Items (iii) and (iv) of the above proposition can be summarized, roughly, by saying that $Aut(G_{9n})$ can be identified with the group $\{f_{mk} : m, k \in Obs\}$, which in turn can be identified with $\{f_{mk} : m, k \in Obs\}$. Cf. AMN [18, §6.2.8 (p.913) and p.779]. Items (i) and (ii) say basically the same about $Mink(3^{9n})$ in place of $G_{9n}$.

Let us recall that in Definition 3.8.42 (p.331) of AMN [18], for every Euclidean $\mathfrak{F}$, the Minkowski model $M^{M}_{\mathfrak{F}}$ over $\mathfrak{F}$ was defined. The proposition below says that the observer-independent geometry of the Minkowski model over $\mathfrak{F}$ is the Minkowskian geometry over $\mathfrak{F}$, up to isomorphism.

**PROPOSITION 4.2.48** Assume $\mathfrak{F}$ is Euclidean and $n > 2$. Then

$$G_{9n}^{M}_{\mathfrak{F}} \cong Mink(\mathfrak{F}).$$

Moreover, for every $m \in Obs^{9n}^{M}$, $w_{m} : ^{n}F \to M_{n}$ induces an isomorphism between $Mink(\mathfrak{F})$ and $G_{9n}^{M}_{\mathfrak{F}}$ the natural way.\footnote{See footnote 443.}

**Proof:** The proposition follows by Thm.4.2.45. \footnote{See footnote 443.}

The following theorem says that in Basax models the world-view transformations $f_{mk}$ preserve Minkowskian orthogonality.

**THEOREM 4.2.49** Assume Basax. Let $\ell, \ell' \in \text{Eucl}$ and $m, k \in Obs$. Then

$$\ell \perp_{\mu} \ell' \Rightarrow f_{mk}[\ell] \perp_{\mu} f_{mk}[\ell'].$$

The proof is available from the author. \footnote{See footnote 443.}
4.2.4 CONNECTION WITH MINKOWSKIAN GEOMETRY

THEOREM 4.2.50 Assume $\mathfrak{G} \in \mathcal{G}(B_{\text{ax}}\oplus \mathbf{Ax}(\text{Triv}_{\mathbf{t}})^{-} + \mathbf{Ax}(\sqrt{\_}) + \mathbf{Ax6})$. Then (i) and (ii) below hold.

(i) Assume $n > 2$. Then the ($\prec$, eq, $\mathcal{T}$)-free reduct of $\mathfrak{G}$ coincides with the similar reduct of a Minkowskian geometry, up to isomorphism, i.e. there is a Euclidean $\mathfrak{F}$ such that

$$
\langle \mathcal{M}_n, \mathcal{L}, L^T, L_{\mathcal{T}}, L^S, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle \cong \langle \mathcal{F}, L_\mu; L^T_\mu, L^S_\mu, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle,
$$

cf. Figures 84, 85.

(The other direction also holds by Prop. 4.2.48.)

(ii) Assume $\mathbf{Ax}(\uparrow \uparrow \uparrow)$. Then the (eq, $\mathcal{T}$)-free reduct of $\mathfrak{G}$ coincides with the similar reduct of a Minkowskian geometry, up to isomorphism, i.e. there is a Euclidean $\mathfrak{F}$ such that

$$
\langle \mathcal{M}_n, \mathcal{L}, L^T, L_{\mathcal{T}}, L^S, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle \cong \langle \mathcal{F}, L_\mu; L^T_\mu, L^S_\mu, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle.
$$

(The other direction also holds by Prop. 4.2.48.)

**Proof:** The theorem follows by the first proof given for Thm. 4.2.11 (p. 158), by Prop. 4.2.48 and by Prop. 4.2.31 (p. 177). □

Roughly, the following theorem says that the ($\prec$, $g$, $\mathcal{T}$)-free reduct of almost any Basax geometry $\mathfrak{G}$ coincides with the similar reduct of a Minkowskian geometry. Further, the same holds for ($g$, $\mathcal{T}$)-free reducts of (Basax + $\mathbf{Ax}(\uparrow \uparrow \uparrow)$)-geometries. Generalizations of the following theorem for Newbasax (in place of Basax) will be stated in §4.2.5 as Theorems 4.2.59, 4.2.60.

THEOREM 4.2.51 Assume $n > 2$ and $\mathfrak{G} \in \mathcal{G}(\text{Basax} + \mathbf{Ax}(\text{Triv}_{\mathbf{t}})^{-} + \mathbf{Ax}(\sqrt{\_}))$. Then (i) and (ii) below hold. (Cf. Figures 84, 85.)

(i) The ($\prec$, $g$, $\mathcal{T}$)-free reduct of $\mathfrak{G}$ coincides with the similar reduct of a Minkowskian geometry, up to isomorphism, i.e. there is a Euclidean $\mathfrak{F}$ such that

$$
\langle \mathcal{M}_n, \mathcal{L}, L^T, L_{\mathcal{T}}, L^S, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle \cong \langle \mathcal{F}, L_\mu; L^T_\mu, L^S_\mu, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle.
$$

(The other direction also holds by Prop. 4.2.48.)

(ii) Assume $\mathbf{Ax}(\uparrow \uparrow \uparrow)$. Then the ($g$, $\mathcal{T}$)-free reduct of $\mathfrak{G}$ coincides with the similar reduct of a Minkowskian geometry, up to isomorphism, i.e. there is a Euclidean $\mathfrak{F}$ such that

$$
\langle \mathcal{M}_n, \mathcal{L}, L^T, L_{\mathcal{T}}, L^S, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle \cong \langle \mathcal{F}, L_\mu; L^T_\mu, L^S_\mu, \prec, \mathcal{B}_W, \mathcal{D}_r \rangle.
$$

(The other direction also holds by Prop. 4.2.48.)

**On the proof:** A proof can be obtained by the proof given for Thm. 4.2.11 (p. 158), by Prop. 4.2.48, by Claim 6.2.84 (p. 892) and Prop. 6.2.88 (p. 895) of AMN [18] and by Prop. 4.2.31 (p. 177). □

\(^{48}\)I.e. this reduct of any Minkowskian geometry is obtainable as a reduct of a (Bax$\oplus$ + ...)-geometry (up to isomorphism of course).
Remark 4.2.52

(i) In Basax we know that if we are given a possible life-line $\ell$ then $\ell$ completely determines the relation of simultaneity of observers living on $\ell$. (By relation of simultaneity we mean a binary relation between events). This generalizes to $\text{Bax}^\oplus + \text{Ax}(\sqrt{\cdot})$, but it does not generalize e.g. to Reich(Basax).

(ii) In Basax$(4) + \text{Ax}(\text{Triv}_4)^- + \text{Ax}(\sqrt{\cdot})$ we have the following property. Assume we are given four lines $\ell, \ell_1, \ell_2, \ell_3 \in L$ intersecting at one point and mutually $\perp_{\tau}$-orthogonal. Assume exactly one of them is time-like. Then there is an observer whose coordinate axes are exactly these four lines. The other direction is also true: the coordinate axes of any observer behave like $\ell, \ldots, \ell_3$.

This generalizes to $\text{Bax}^\oplus + \text{Ax}(\text{Triv}_4)^- + \text{Ax}(\sqrt{\cdot})$.

4.2.5 Getting familiar with our geometries;
unions of geometries and models

In this section we will analyze how the geometries $\mathfrak{G}_{\mathfrak{M}}$ are “put together” i.e. how one can have a grasp on them. Roughly, we will see that $\mathfrak{G}_{\mathfrak{M}}$ is obtained from the world-views (now regarded as geometries) of inertial observers by gluing them together in some way, cf. Fig.91 (p.211). For more on the intuition behind this (or how these ideas will be implemented) see p.208 above Prop.4.2.64.

As a motivation for studying disjoint union of geometries (and generalizations of this in items 3,4.5 below) we refer the reader to Remark 4.2.66 and Figure 92 on p.212 on the connections with Penrose diagrams from general relativity.

We will use the concept of disjoint unions of $\text{Bax}^-$ models as well as disjoint unions of geometries similar to our observer-independent geometries $\mathfrak{G}_{\mathfrak{M}}$. In both cases we will assume that the field reducts of the structures in question coincide.

1. Disjoint, generalized disjoint and photon-disjoint unions of models:

Let $\mathfrak{M}, \mathfrak{N} \in \text{Mod}_3(\text{Bax}^-)$. Assume $B^{\mathfrak{M}} \cap B^{\mathfrak{N}} = \emptyset$. Then the disjoint union is defined as follows.

$$\mathfrak{M} \cup \mathfrak{N} := \langle B^{\mathfrak{M}} \cup B^{\mathfrak{N}}, \text{Obs}^{\mathfrak{M}} \cup \text{Obs}^{\mathfrak{N}}, \text{Ph}^{\mathfrak{M}} \cup \text{Ph}^{\mathfrak{N}}, \text{Ib}^{\mathfrak{M}} \cup \text{Ib}^{\mathfrak{N}}, \emptyset, G, e, W^{\mathfrak{M}} \cup W^{\mathfrak{N}} \rangle.$$

For more detail we refer to the definition in the statement of Theorem 3.3.12 (p.196) of AMN [18]. Then

$$\mathfrak{M} \cup \mathfrak{N} \models \text{Bax}^-.$$

Actually, $\mathfrak{M} \cup \mathfrak{N}$ to be defined and to be a $\text{Bax}^-$ model, we do not need to assume $B^{\mathfrak{M}} \cap B^{\mathfrak{N}} = \emptyset$ since the “disjointness conditions” in the statement of Thm.3.3.12 of

[^449]: these conditions were $\text{Obs}^{\mathfrak{M}} \cap B^{\mathfrak{N}} = \emptyset$, $\text{Ph}^{\mathfrak{M}} \cap B^{\mathfrak{N}} \subseteq \text{Ph}^{\mathfrak{N}}$, $\text{Ib}^{\mathfrak{M}} \cap B^{\mathfrak{N}} \subseteq \text{Ib}^{\mathfrak{N}}$, together with the same conditions but with $\mathfrak{M}$ and $\mathfrak{N}$ interchanged.
AMN [18] are sufficient. This more general notion (using the disjointness conditions) is called \textit{generalized disjoint union} and is denoted by $\mathcal{M} \cup \mathcal{N}$.

Instead of only two models, we can form the union of any class $\mathcal{K}$ of models (satisfying some disjointness conditions) exactly as we did in Thm. 3.3.12 of AMN [18]. In particular let $\mathcal{K} \subseteq \text{Mod}_8(\text{Bax}^-)$. Assume

$$\left(\forall \text{ distinct } \mathcal{M}, \mathcal{N} \in \mathcal{K}\right) \ B^{3\mathcal{M}} \cap B^{3\mathcal{N}} = \emptyset.$$  

Then the \textit{disjoint union} $\bigcup \mathcal{K}$ of $\mathcal{K}$ is defined exactly as in Thm. 3.3.12 of AMN [18], i.e.

$$\bigcup \mathcal{K} \overset{\text{def}}{=} \left\{ \bigcup_{\mathcal{M} \in \mathcal{K}} B^{3\mathcal{M}}, \ldots, \mathfrak{g}, G, \in, \bigcup_{\mathcal{M} \in \mathcal{K}} W^{3\mathcal{M}} \right\}.$$  

Then $\bigcup \mathcal{K} \models \text{Bax}^-$. Again (for having $\bigcup \mathcal{K} \models \text{Bax}^-$) instead of complete disjointness of $B^{3\mathcal{M}}$ and $B^{3\mathcal{N}}$ it is sufficient to require the milder disjointness conditions (on $\mathcal{K}$) in the formulation of Thm. 3.3.12 in AMN [18]. This more general kind of union is again called \textit{generalized disjoint union} (as it was in the case of two models above) and is denoted by $\bigcup \mathcal{K}$.

We note that if $\bigcup \mathcal{K}$ is a generalized disjoint union then \[ (\forall \text{ distinct } \mathcal{M}, \mathcal{N} \in \mathcal{K}) \text{Obs}^{3\mathcal{M}} \cap \text{Obs}^{3\mathcal{N}} = \emptyset, \] while this does not necessarily hold for Ph in place of Obs.

Generalized disjoint union $\bigcup \mathcal{K}$ is called \textit{photon-disjoint union} iff\[ (\forall \text{ distinct } \mathcal{M}, \mathcal{N} \in \mathcal{K}) \text{Ph}^{3\mathcal{M}} \cap \text{Ph}^{3\mathcal{N}} = \emptyset. \]

Note that disjoint unions form a special case of photon-disjoint unions, and photon-disjoint unions form a special case of generalized disjoint unions.

2. \textbf{Disjoint unions of non-body-disjoint models:} Let $\mathcal{M}, \mathcal{N} \in \text{Mod}_8(\text{Bax}^-)$ be such that $B^{3\mathcal{M}} \cap B^{3\mathcal{N}} \neq \emptyset$.\[ \text{450} \] The \textit{disjoint union} $\mathcal{M} \cup \mathcal{N}$ of $\mathcal{M}$ and $\mathcal{N}$ is defined as follows. Let $\mathcal{M}' \in \text{Mod}_8(\text{Bax}^-)$ be an isomorphic copy of $\mathcal{N}$ such that (a) and (b) below hold.

(a) There is an isomorphism between $\mathcal{N}$ and $\mathcal{M}'$ which is the identity function on the sort $F$.

(b) $\mathcal{M}'$ is body-disjoint from $\mathcal{M}$, i.e. $B^{3\mathcal{M}} \cap B^{3\mathcal{M}'} = \emptyset$.

Now,  

$\mathcal{M} \cup \mathcal{N} \overset{\text{def}}{=} \mathcal{M} \cup \mathcal{M}'$,  

where $\mathcal{M} \cup \mathcal{N}$ has already been defined.

The \textit{disjoint-union} of an arbitrary class $\mathcal{K} \subseteq \text{Mod}_8(\text{Bax}^-)$ of \textit{non-body-disjoint}\[ \text{451} \] models is defined analogously to the case of two models and is denoted by $\bigcup \mathcal{K}$.

We note that disjoint unions of (non-body-disjoint) models are determined only up to isomorphism (but this should be no disadvantage, moreover this can be easily avoided if someone wanted to).

\[ \text{450} \] The condition $B^{3\mathcal{M}} \cap B^{3\mathcal{N}} \neq \emptyset$ is in principle superfluous but we did not want the present definition of $\mathcal{M} \cup \mathcal{N}$ to overwrite the one in item 1 (approximately previous page).

\[ \text{451} \] $\mathcal{K}$ is non-body-disjoint if there are distinct $\mathcal{M}, \mathcal{N} \in \mathcal{K}$ such that $B^{3\mathcal{M}} \cap B^{3\mathcal{N}} \neq \emptyset$. 

3. Disjoint unions of geometries:

In the definition of disjoint unions of geometries we will use the following notions from topology.

**Topological spaces**: By a *topological space* we understand a pair \(X = \langle X, \mathcal{O} \rangle\) with \(\mathcal{O} \subseteq \mathcal{P}(X)\) closed under finite intersections and infinite unions, and such that \(\emptyset, X \in \mathcal{O}\). \(X\) is the set of *points* of \(X\) while \(\mathcal{O}\) is the set of *open sets* of \(X\). If \(Y \in \mathcal{O}\) then \((X \setminus Y)\) is called a *closed set*. Hence the closed sets are the complements of the open ones.

**Coproduct of topologies**: Assume \(X_0 = \langle X_0, \mathcal{O}_0 \rangle\) and \(X_1 = \langle X_1, \mathcal{O}_1 \rangle\) are disjoint topological spaces, i.e. \(X_0 \cap X_1 = \emptyset\). Let us recall from topology that the *coproduct* (i.e. sum)\(^{452}\) \(X_0 \coprod X_1\) of the topological spaces \(X_0\) and \(X_1\) is defined as follows.

\[
X_0 \coprod X_1 \overset{\text{def}}{=} \langle X_0 \cup X_1, \mathcal{O}_0 \coprod \mathcal{O}_1 \rangle, \quad \text{where} \quad \mathcal{O}_0 \coprod \mathcal{O}_1 \overset{\text{def}}{=} \{ U_0 \cup U_1 : U_0 \in \mathcal{O}_0, U_1 \in \mathcal{O}_1 \}.
\]

Assume \(X_i = \langle X_i, \mathcal{O}_i \rangle\) are topological spaces, for \(i \in I\) with fixed set \(I\). Assume that \(X_i\)'s are pairwise disjoint, i.e. that \(X_i \cap X_j = \emptyset\), for \(i \neq j\). Then the *coproduct* \(\coprod_{i \in I} X_i\) of the family \(\langle X_i : i \in I \rangle\) is defined as follows.

\[
\coprod_{i \in I} X_i \overset{\text{def}}{=} \langle \bigcup_{i \in I} X_i, \coprod_{i \in I} \mathcal{O}_i \rangle, \quad \text{where} \quad \coprod_{i \in I} \mathcal{O}_i \overset{\text{def}}{=} \{ \bigcup_{i \in I} U_i : \langle U_i : i \in I \rangle \in \mathcal{P}_{i \in I} \mathcal{O}_i \},
\]

where \(\mathcal{P}_{i \in I} \mathcal{O}_i\) is the usual Cartesian product of the sets \(\mathcal{O}_i\), \(i \in I\). \((\mathcal{P}_{i \in I} \mathcal{O}_i\) is the generalization of the direct product \(\mathcal{O}_0 \times \mathcal{O}_1\)). To help the intuition we note that

\[
\coprod_{i \in I} \mathcal{O}_i = \{ \bigcup_{i \in I} U_i : (\forall i \in I)U_i \in \mathcal{O}_i \}.
\]

Note that the “coproduct” \(\coprod_{i \in I} \mathcal{O}_i\) of \(\mathcal{O}_i\)'s has been defined, too.

**Disjoint unions of geometries**: Disjoint unions of geometries in \(\text{Ge}(\emptyset)\) are defined similarly to the case of models (in item 1 above), as follows.

Assume \(\mathfrak{G}_i = \langle M_i, F_1, L_i; \ldots, g_i, T_i \rangle \in \text{Ge}(\emptyset)\), for \(i \in I\) with any fixed set \(I\) and with a common “field” reduct \(F_1\).\(^{453}\) Assume \(M_i \cap M_j = \emptyset\), for \(i \neq j\) \((i, j \in I)\). The *disjoint union* of \(\mathfrak{G}_0, \mathfrak{G}_1\) is defined by

\[
\mathfrak{G}_0 \uplus \mathfrak{G}_1 \overset{\text{def}}{=} \langle M_0 \cup M_1, F_1, L_0 \cup L_1; \ldots, g_0 \cup g_1, T_0 \coprod T_1 \rangle.
\]

For the general case, the *disjoint union* of the family \(\langle \mathfrak{G}_i : i \in I \rangle\) is

\[
\biguplus_{i \in I} \mathfrak{G}_i \overset{\text{def}}{=} \langle \bigcup_{i \in I} M_i, F_1, \bigcup_{i \in I} L_i; \ldots, \bigcup_{i \in I} g_i, \coprod_{i \in I} T_i \rangle.
\]

\(^{452}\) Cf. Engelking [83] under the name “sum of spaces”.

\(^{453}\) i.e. the “field” reducts of \(\mathfrak{G}_i\) and \(\mathfrak{G}_j\) coincide, for all \(i, j\).
4. Geometry $\mathfrak{G}_{\perp,0}$ and the class $\mathrm{Ge}_{\perp,0} (Th)$:

For every frame model $\mathfrak{M}$ we define $\mathfrak{G}_{\perp,0} (\mathfrak{M})$ to be the geometry obtained from $\mathfrak{G}_{\perp,0}$ by replacing the orthogonality $\perp_r$ by the basic orthogonality $\perp_0$ (cf. p.141 for $\perp_0$). Further, for any set $Th$ of formulas in our frame language we define

$$\mathrm{Ge}_{\perp,0} (Th) : \overset{\text{def}}{=} \{ \mathfrak{G} : (\exists \mathfrak{M} \in \text{Mod} (Th)) \mathfrak{G} \cong \mathfrak{G}_{\perp,0} (\mathfrak{M}) \}.$$ 

A note to the reader: At a first reading, the reader may skip item 5 ("Photon-glued . . .") below, in such a way that later whenever "photon-glued disjoint unions" are mentioned then the expression "photon-glued . . ." should be replaced by "disjoint unions" and $\text{Ax} (\text{diswind})$ should be added to the assumptions. This is possible because if we assume $\text{Ax} (\text{diswind})$ then photon-glued disjoint unions become plain disjoint unions. I.e. in the remaining part of this material using photon-glued disjoint unions can be avoided at the expense of assuming $\text{Ax} (\text{diswind})$.

5. Photon-glued disjoint unions of geometries: In the present item we concentrate on the $\perp_0$-versions of our geometries because of the following. The point is that in the $\perp_0$-versions if two lines are orthogonal then they are in $L^T \cup L^S$. This enables us to define $\perp_0$ in the photon-glued disjoint unions to be the same as it was in the "ordinary" disjoint unions. (If we tried to extend this to $\perp_r$ then we would face the nontrivial task of defining $\perp_r$-orthogonality between the new lines obtained by "gluing" photon-like lines.)

Assume $\mathfrak{G}_i = \langle M_{n_i}, F_1, L_i; \ldots \rangle \in \mathrm{Ge}_{\perp,0} (\emptyset)$, for $i \in I$ with any fixed set $I$ and with a common "field" reduce $F_1$. Assume $M_{n_i} \cap M_{n_j} = \emptyset$, for $i \neq j \ (i,j \in I)$. Then the disjoint union $\bigcup_{i \in I} \mathfrak{G}_i$ is defined analogously to the case of $\mathrm{Ge} (\emptyset)$ in item 3.

When forming a disjoint union $\bigcup_{i \in I} \mathfrak{G}_i$ of geometries ($\mathfrak{G}_i \in \mathrm{Ge}_{\perp,0} (\emptyset)$) sometimes we might want to glue certain photon-like lines together into a single, new, longer photon-like line. The idea is the following. We choose a parameter $H \subseteq L^P = \bigcup_{i \in I} L^P_i$ with $|H \cap L^P_i| \leq 1$ for all $i \in I$. Then

$$\text{Glue}_H \left( \bigcup_{i \in I} \mathfrak{G}_i \right)$$

is obtained from $\bigcup_{i \in I} \mathfrak{G}_i$ by adding the new, "long" line $\bigcup H$ to $L^P$ and throwing away (all the "old" lines in the set) $H$ from $L^P$, and by adjusting $L$, $g$, $T$ to the new set of photon-like lines. In more detail: The new sets of photon-like lines and lines are\(^{454}\)

$$L^P_{\text{Glue}} \overset{\text{def}}{=} (L^P \setminus H) \cup \{ \bigcup H \}$$

$$L_{\text{Glue}} \overset{\text{def}}{=} L^P_{\text{Glue}} \cup L^T \cup L^S,$$

where

\(^{454}\)For the "non-set-theory-oriented" reader, we would like to illuminate the intuitive content of the expression $(L^P \setminus H) \cup \{ \bigcup H \}$. Assume $L^P = \{ \ell, \{ a \}, \{ b \} \}$ and $H = \{ \{ a \}, \{ b \} \}$. Then $\bigcup H = \{ a, b \}$, $\{ \bigcup H \} = \emptyset$. Hence $(L^P \setminus H) \cup \{ \bigcup H \} = \{ \ell, \{ a, b \} \}$. Intuitively, this is what we wanted, we wanted to glue together the photon-like lines $\{ a \}, \{ b \}$ into a single new line $\{ a, b \}$, and then to replace the old "short" photon-like lines $\{ a \}, \{ b \}$ by the single new line $\{ a, b \}$. Summing it up: $\bigcup H$ is the new long photon-like line obtained by gluing; and $H$ is the set of the old short lines which we want to throw away since they are replaced by their longer version $\bigcup H$. Important: $\bigcup H$ is a line, while $H$ is not. (It is a set of lines.)
$L^T = \bigcup_{i \in I} L^T_i$ and $L^S = \bigcup_{i \in I} L^S_i$; and, letting $M = \bigcup_{i \in I} M_i$, the pseudo-metric and the topology (of the new geometry) are

$$g_{\text{Glue}} \overset{\text{def}}{=} g \cup \{ (e, e_1, 0) \in M \times M \times F : (\exists \ell \in L^P_{\text{Glue}}) e, e_1 \in \ell \},$$

$T_{\text{Glue}}$ is the topology on $M$ determined by $g_{\text{Glue}}$ as described in item 13 on p.146. The rest of the ingredients of the new geometry are the same as those of $\bigcup_{i \in I} \mathcal{G}_i$.

We may glue together more than one sequence $H$ of photon-like lines. Namely, let $\mathcal{H} \subseteq \mathcal{P}(L^P)$ be given such that

$$(\forall H \in \mathcal{H}) (\forall i \in I) |H \cap L^P_i| \leq 1.$$

Now we apply the above outlined gluing procedure for each $H \in \mathcal{H}$. Formally, we obtain

$$\text{Glue}_{\mathcal{H}} \left( \bigcup_{i \in I} \mathcal{G}_i \right)$$

which differs from $\bigcup_{i \in I} \mathcal{G}_i$ only in $L^P$, $L$, $g$ and $T$, where the new sets of photon-like lines and lines are

$$L^P_{\text{Glue}(\mathcal{H})} \overset{\text{def}}{=} (L^P \setminus \bigcup \mathcal{H}) \cup \{ \bigcup H : H \in \mathcal{H} \},$$

$$L^P_{\text{Glue}(\mathcal{H})} \overset{\text{def}}{=} L^P_{\text{Glue}(\mathcal{H})} \cup L^T \cup L^S;$$

and the pseudo-metric and the topology (of the new geometry) are

$$g_{\text{Glue}(\mathcal{H})} \overset{\text{def}}{=} g \cup \{ (e, e_1, 0) \in M \times M \times F : (\exists \ell \in L^P_{\text{Glue}(\mathcal{H})}) e, e_1 \in \ell \},$$

$T_{\text{Glue}(\mathcal{H})}$ is the topology on $M$ determined by $g_{\text{Glue}(\mathcal{H})}$.

For a representation of this “glued” $\bigcup_{i \in I} \mathcal{G}_i$ see Figure 98 (p.275) and the lower picture in Figure 91 (p.211). We call the above defined

$$\text{Glue}_{\mathcal{H}} \left( \bigcup_{i \in I} \mathcal{G}_i \right)$$

a photon-glued disjoint union of the family $\langle \mathcal{G}_i : i \in I \rangle$ of geometries.

6. Disjoint and photon-glued disjoint unions of non-disjoint geometries:

Disjoint unions of non-disjoint geometries are defined analogously to the case of non-body-disjoint models (in item 2 above), as follows.

Assume $\mathcal{G}_i = \langle M_i, F_i, L_i; \ldots \rangle \in \text{Ge}(\emptyset)$, for $i \in I$ with any fixed set $I$ and with a common “field” reduct $F_i$ and assume that $\mathcal{G}_i$’s are non-disjoint, i.e. $M_i \cap M_j \neq \emptyset$ for some distinct $i, j \in I$. Let $\mathcal{G}_i' = \langle M_i, F_i, L_i'; \ldots \rangle \in \text{Ge}(\emptyset)$, for $i \in I$ be such that (a) and (b) below hold.\footnote{Let us notice that $\bigcup_{i \in I} \mathcal{G}_i \models (\ell \perp_0 \ell' \rightarrow \ell, \ell' \in L^T \cup L^S)$ by the definition of $\perp_0$.}

\footnote{Concrete construction of the family of geometries $\langle \mathcal{G}_i : i \in I \rangle$ satisfying (a) and (b): Let $i \in I$. Let $M'_{\perp_0} := M_i \times \{ \perp_0 \}$. Let $h_i : M \rightarrow M'_{\perp_0}$ be the bijection defined by $h_i : e \mapsto (e, \perp_0)$. Let $h_i^+ = (h_i, \text{id} \upharpoonright F, h_i)$, where $h_i : L_i \rightarrow \{ h_i[\ell] : \ell \in L_i \}$ is defined by $h_i : \ell \mapsto h_i[\ell]$. Now we define $\mathcal{G}_i'$ to be the isomorphic copy of $\mathcal{G}_i$ along $h_i^+$ (i.e. it is the unique structure for which $h_i^+ : \mathcal{G}_i \rightarrow \mathcal{G}_i'$ is an isomorphism).}
(a) There is an isomorphism between $G_i$ and $G'_i$ which is the identity function on the sort $F$.

(b) $(\forall$ distinct $i, j \in I) \, M_{n_i} \cap M_{n_j} = \emptyset$.

Now, the disjoint union of the family $\langle G_i : i \in I \rangle$ is defined to be the disjoint union of the family $\langle G'_i : i \in I \rangle$ (which in turn has already been defined in item 3), and is denoted by $\bigcup_{i \in I} G_i$.

Assume $G_i = \langle M_{n_i}, F_1, L_i; \ldots \rangle \in Ge^{\lambda_i}(\emptyset)$, for $i \in I$ with any fixed set $I$ and with a common “field” reduct $F_1$ and assume that $G_i$’s are non-disjoint. Let $G'_i = \langle M'_{n_i}, F_1, L'_i; \ldots \rangle \in Ge^{\lambda_i}(\emptyset)$, for $i \in I$ be such that (a) and (b) above hold. By a photon-glued disjoint union of the family $\langle G_i : i \in I \rangle$ we understand a photon-glued disjoint union of the family $\langle G'_i : i \in I \rangle$.

We note that disjoint unions and photon-glued disjoint unions of (non-disjoint) geometries are determined only up to isomorphism (but this should be no disadvantage, moreover this can be easily avoided, cf. footnote 456).

**Remark 4.2.53** We note that unions commute with “geometrization” in the following sense.

Let $\mathcal{M}, \mathcal{N} \in Mod_3(\operatorname{Basax}^\subset)$. Assume that they satisfy the disjointness conditions\(^{457}\) in Thm.3.3.12 of AMN [18], i.e. that $\mathcal{M} \cup \mathcal{N}$ is a generalized disjoint union.

Then

$$G_{(\mathcal{M} \cup \mathcal{N})}^{\lambda \alpha} = \text{“a photon-glued disjoint union of } G_{\mathcal{M}}^{\lambda \alpha} \text{ and } G_{\mathcal{N}}^{\lambda \alpha} \text{”}.$$ 

Intuitively, a generalized disjoint union in the “observational world” corresponds to a photon-glued disjoint union in the “geometry world”, cf. Figure 86.

Assume in addition that $Ph^{\mathcal{M}} \cap Ph^{\mathcal{N}} = \emptyset$, i.e. that $\mathcal{M} \cup \mathcal{N}$ is a photon-disjoint union. Then

$$G_{(\mathcal{M} \cup \mathcal{N})}^{\lambda \alpha} = G_{\mathcal{M}}^{\lambda \alpha} \cup G_{\mathcal{N}}^{\lambda \alpha}.$$ 

Intuitively, a photon-disjoint union in the “observational world” corresponds to a disjoint union in the “geometry world”, cf. Figure 86.

\[\square\]

**Examples 4.2.54**

1. Let $\mathcal{M}, \mathcal{N} \in Mod_3(\operatorname{Basax})$ with $B^{\mathcal{M}} \cap B^{\mathcal{N}} = \emptyset$. Then

$$\mathcal{M} \cup \mathcal{N} \in Mod(\operatorname{Newbasax}).$$

Similarly for any class $K \subseteq Mod_3(\operatorname{Basax})$. This remains true for generalized disjoint unions of $\operatorname{Basax}$ models.

$Mod(\operatorname{Newbasax})$ is the class of all generalized disjoint unions of members of $Mod(\operatorname{Basax})$. Further, it is the smallest class which is closed under taking generalized disjoint unions and contains $Mod(\operatorname{Basax})$.

$Mod(\operatorname{Newbasax} + \operatorname{Ax}(\operatorname{diswind}))$ is the class of all photon-disjoint unions of members of $Mod(\operatorname{Basax})$. Further, it is the smallest class which is closed under taking photon-disjoint unions and contains $Mod(\operatorname{Basax})$.

\(^{457}\)cf. footnote 449 on p.196
4.2 BASIC CONCEPTS

\begin{align*}
\text{closing up under} & \quad \text{generalized disjoint unions} \\
\text{Mod}(Th) & \quad \text{Mod}(Th') \\
\downarrow & \quad \downarrow \\
\text{geometrization} & \quad \text{geometrization} \\
\text{Ge}^{10}(Th) & \quad \text{Ge}^{10}(Th') \\
\text{closing up under} & \quad \text{disjoint unions} \\
\text{Ge}(Th) & \quad \text{Ge}(Th' + Ax(\text{diswind})) \\
\text{closing up under} & \quad \text{photon-disjoint unions} \\
\end{align*}

\((Th, Th') \in \{ \langle \text{Basax}, \text{Newbasax} \rangle, \langle \text{Specrel}, \text{Newbasax} + Ax(\text{symm}) \rangle, \langle \text{Reich(Basax)}, \text{Reich(Newbasax)} \rangle, \langle \text{Bax}^-, +Ax6, \text{Bax}^- \rangle \}\)

Figure 86: Generalized disjoint unions of models correspond to photon-glued disjoint unions of geometries, while photon-disjoint unions of models correspond to disjoint unions of geometries. (Further, the above diagrams commute in the sense of Remark 4.2.53.)

2. The examples in item 1 above show up in the “geometry world” in the following “shape”. See Figure 86.

Let \(\mathfrak{G}_1, \mathfrak{G}_2 \in \text{Ge(Basax)}\) with a common “field” reduct. Then

\[ \mathfrak{G}_1 \cup \mathfrak{G}_2 \in \text{Ge(Newbasax)}. \]

Similarly for any family \(\langle \mathfrak{G}_i : i \in I \rangle\) of \text{Basax} geometries. This remains true for photon-glued disjoint unions of \text{Basax} geometries, i.e. the photon-glued disjoint unions of geometries from \(\text{Ge}^{10}(\text{Basax})\) are in \(\text{Ge}^{10}(\text{Newbasax})\).

\(\text{Ge}^{10}(\text{Newbasax})\) is the class of all photon-glued disjoint unions of members of \(\text{Ge}^{10}(\text{Basax})\). Further, it is the smallest class which is closed under taking photon-glued disjoint unions and contains \(\text{Ge}^{10}(\text{Basax})\).

\(\text{Ge(\text{Newbasax} + Ax(\text{diswind}))}\) is the class of all disjoint unions of members of \(\text{Ge(\text{Basax})}\). Further, it is the smallest class which is closed under taking disjoint unions and contains \(\text{Ge(\text{Basax})}\).

(If we formed the non-disjoint union of two \text{Basax} geometries say \(\mathfrak{G}_0, \mathfrak{G}_1\) then we could obtain a geometry \(\mathfrak{G}_0 \cup \mathfrak{G}_1\) which is not even a \text{Bax}^- geometry.)

3. Examples similar to those given in items 1 and 2 are illustrated in Figure 86.

4. Let \(\mathfrak{G}_0, \mathfrak{G}_1 \in \text{Ge(Basax)}\). Assume they are disjoint. Then in \(\mathfrak{G}_0 \cup \mathfrak{G}_1\) the parts \(Mn_0\) and \(Mn_1\) are sometimes called windows. Cf. Figure 98 (p.275) and Figure 91 (p.211). Similarly for photon-glued disjoint unions of \text{Basax} geometries (i.e. \(\text{Ge}^{10}(\text{Basax})\)-structures).

More generally in a \text{Newbasax} geometry, say \(\mathfrak{G}\), the maximal “\text{Basax} subgeometries”\(^{458}\)

\(^{458}\)Recall that any \text{Newbasax} geometry \(\mathfrak{G}\) is a photon-glued disjoint union of \text{Basax} geometries say \(\mathfrak{G}_i\)'s. These \(\mathfrak{G}_i\)'s (more precisely the \(Mn_i\)'s) are called the windows of \(\mathfrak{G}\).
are called \textit{windows}. (Here we use the notion of a sub-geometry in an intuitive sense only, but it could be formalized such that all details would match.\footnote{One possibility is to add \textit{Ax (diswind)} to \textit{Newbasax}.})

In \( G \in \text{Ge}(\text{Bax}^-) \) two points \( e, e_1 \in \text{Mn} \) are in the same \textit{window} iff they are \textit{connected}, i.e. \( e \sim e_1 \). If \( G = G_{\text{Mn}} \), for some \( \mathcal{M} \models \text{Bax}^- \), then these windows are exactly the \( \text{Rng}(w_m) \)'s, i.e. the subsets of \text{Mn} of the form \( \text{Rng}(w_m) \) (with \( m \in \text{Obs} \)). Cf. Remark 4.2.13 (p.160).

\begin{enumerate}
\item Assume \( n > 2 \). Then every \( G \in \text{Ge}(\text{Newbasax} + \text{Ax}(\omega)_{\mathcal{T}} + \text{Ax}(\downarrow_0) + \text{Ax}(\text{diswind})) \) is obtainable as a disjoint union of Minkowskian geometries.\footnote{This follows by example 1, Remark 4.2.53 (p.201) and Thm.4.2.45 (p.190).} Further, \( \text{Ge}(\text{Newbasax} + \text{Ax}(\omega)_{\mathcal{T}} + \text{Ax}(\downarrow_0) + \text{Ax}(\text{diswind})) \) is the disjoint unions closure of the class of Minkowskian geometries.
\item \text{Mod}(\text{Flxbasax}) is not closed under taking disjoint unions, but disjoint unions of \text{Flxbasax} models are \text{Bax} models.
\end{enumerate}

We did not have time to think about whether Ge(\text{Flxbasax}) is closed under taking disjoint unions but we think it is not closed.

\[\triangleright\]

\textbf{CONVENTION 4.2.55} Besides geometries in Ge(\( \emptyset \)) and in \( \text{Ge}^{\downarrow_0}(\emptyset) \) we will also discuss reducts of these (e.g. \( G_{\text{Mn}} \), \( G_{\text{Mn}} \), etc.) and also slight variants of Ge(\( \emptyset \)) e.g. \( \perp' \) or \( \perp'' \) in place of \( \perp_r \).

We extend the above defined notions of disjoint unions and photon-glued disjoint unions to these kinds of geometries the natural (and obvious) way. (In the case of generalizing photon-glued disjoint unions we restrict attention to such geometries where relativistic orthogonality is \( \perp_0 \).)

\[\triangleright\]

Now, having disjoint unions etc. at our hands we can state a stronger form of Theorem 4.2.50, not involving \text{Ax6}. Further, we will generalize Theorem 4.2.51 from \text{Basax} to \text{Newbasax}. Roughly, the just quoted theorems say that certain reducts of our geometries agree with the corresponding reducts of Minkowskian geometries, for certain choices of \( \text{Th} \). Very roughly the new theorems will say that our relativistic geometries corresponding to many of our theories can be obtained as disjoint (or photon-glued disjoint) unions of Minkowskian geometries if we regard a reduct only.

\textbf{THEOREM 4.2.56} Assume \( G \in \text{Ge}(\text{Bax}^{\oplus} + \text{Ax}(\text{Triv})^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind})) \). Then (i) and (ii) below hold. (Cf. Figures 84, 85.)

\begin{enumerate}
\item Assume \( n > 2 \). Then the \( (\prec, eq, g, \mathcal{T}) \)-free reduct of \( G \) is a disjoint union of the similar reducts of Minkowskian geometries (up to isomorphism).

(The other direction also holds.)

\item Assume \( \text{Ax}(\uparrow_0) \). Then the \( (eq, g, \mathcal{T}) \)-free reduct of \( G \) is a disjoint union of the similar reducts of Minkowskian geometries (up to isomorphism).

(The other direction also holds.)
\end{enumerate}
Proof: The theorem follows by Thm.4.2.50 (p.195), Remark 4.2.53 (p.201) and by noticing that each $Bax^{\oplus} + Ax_{\text{diswind}}$ model is a photon-disjoint union of $Bax^{\oplus} + Ax_{6}$ models.  

Theorem 4.2.58 below is the “photon-glued” version of Theorem 4.2.56 above. For stating this theorem we define the $\bot_{0}$-versions of Minkowskian geometries.

**Definition 4.2.57** Assume $\mathcal{G}$ is Euclidean. Then the $\bot_{0}$-version $\text{Mink}^{\bot_{0}}(\mathcal{G})$ of the Minkowskian geometry $\text{Mink}(\mathcal{G})$ is defined to be the geometry obtained from $\text{Mink}(\mathcal{G})$ by replacing $\bot_{\mu}$ by $(\bot_{0})_{\mu}$ defined below.

$$(\bot_{0})_{\mu} \overset{\text{def}}{=} \{ \langle \ell, \ell' \rangle \in \bot_{\mu} : \ell, \ell' \in L_{T}^{\mu} \cup L_{\mu}^{S}, \ell \cap \ell' \neq \emptyset \}.$$ 

$<$

**Theorem 4.2.58** Assume $\mathcal{G} \in \text{Ge}^{\bot_{0}}(Bax^{\oplus} + Ax_{(\text{Triv})}^{-} + Ax_{(\sqrt{\cdot})})$. Then (i) and (ii) below hold. (Cf. Figures 84, 85.)

(i) Assume $n > 2$. Then the $(\prec, g, T)$-free reduct of $\mathcal{G}$ is a photon-glued disjoint union of reducts of $\bot_{0}$-versions of Minkowskian geometries (up to isomorphism).

(The other direction also holds.)

(ii) Assume $Ax_{(\uparrow \uparrow_{0})}$. Then the $(eq, g, T)$-free reduct of $\mathcal{G}$ is a photon-glued disjoint union of reducts of $\bot_{0}$-versions of Minkowskian geometries (up to isomorphism).

(The other direction also holds.)

Proof: The theorem follows by Thm.4.2.50 (p.195), Remark 4.2.53 (p.201) and by noticing that each $Bax^{\oplus}$ model is a generalized disjoint union of $Bax^{\oplus} + Ax_{6}$ models.  

The following two theorems are generalizations of Theorem 4.2.51 (p.195).

**Theorem 4.2.59** Assume $n > 2$ and $\mathcal{G} \in \text{Ge}(\text{Newbasax} + Ax_{(\text{Triv})}^{-} + Ax_{(\sqrt{\cdot})} + Ax_{(\text{diswind})})$. Then (i) and (ii) below hold. (Cf. Figures 84, 85.)

(i) The $(\prec, g, T)$-free reduct of $\mathcal{G}$ is a disjoint union of reducts of Minkowskian geometries (up to isomorphism).

(The other direction also holds by item 5 of Examples 4.2.54.)

(ii) Assume $Ax_{(\uparrow \uparrow_{0})}$. Then the $(g, T)$-free reduct of $\mathcal{G}$ is a disjoint union of reducts of Minkowskian geometries (up to isomorphism).

(The other direction also holds.)

Proof: The theorem follows by Thm.4.2.51 (p.195), Remark 4.2.53 (p.201) and by noticing that each $\text{Newbasax} + Ax_{(\text{diswind})}$ model is a photon-disjoint union of $\text{Basax}$ models.  

Theorem 4.2.60 below is the “photon-glued” version of Theorem 4.2.59 above.

**Theorem 4.2.60** Assume $\mathcal{G} \in \text{Ge}^{\bot_{0}}(\text{Newbasax} + Ax_{(\text{Triv})}^{-} + Ax_{(\sqrt{\cdot})})$ and $n > 2$. Then (i) and (ii) below hold. (Cf. Figures 84, 85.)
(i) The $(\sim, g, T)$-free reduct of $\mathcal{G}$ is a photon-glued disjoint union of reducts of $\perp_0$-versions of Minkowskian geometries (up to isomorphism).

(The other direction also holds.)

(ii) Assume $\text{Ax}(\uparrow\uparrow_0)$. Then the $(g, T)$-free reduct of $\mathcal{G}$ is a photon-glued disjoint union of reducts of $\perp_0$-versions of Minkowskian geometries (up to an isomorphism).

(The other direction also holds.)

**Proof:** The theorem follows by Thm.4.2.51 (p.195), Remark 4.2.53 and by Thm.3.3.12 of AMN [18] saying that each Newbasax model is a generalized disjoint union of Basax models. 

Theorems 4.2.56, 4.2.58, 4.2.59, 4.2.60 above are all involved in Figures 84, 85 (pp. 192–193). Here we give an intuitive explanation for these figures.

**Notation:** For a class $K$ of models, $\text{Voc}K$ denotes the vocabulary of $K$, cf. p.220. Assume $L$ is a sub-vocabulary of $\text{Voc}K$. Then $\text{Rd}_L(K)$ denotes the class of reducts of members of $K$ to the vocabulary $L$.\textsuperscript{461}

**Intuitive explanation for Figures 84, 85:** The figures represent reducts of geometries agreeing with the corresponding reducts of (possibly unions of) Minkowskian geometries. Each node (in the figure) is of the form $\text{Rd}_L(\mathcal{G}(T))$ for some relativity theory $T$ (observational) and subvocabulary $L$ of the vocabulary of our relativistic geometries $\mathcal{G}_{M}$. Hence, each node is characterized by two pieces of data $T$ and the “geometric reduct” (i.e. the geometric vocabulary) $L$. $\text{Ax}(\sqrt{\cdot})$ and $n > 2$ are assumed in the figures. If we disregard the “$\text{Rd}_L \mathcal{G}$”-part i.e. if we consider the $T$-part only then the figure becomes a sublattice of the lattice of our distinguished theories discussed on pp. 451–453 of AMN [18], cf. also Fig.223 on p.653 of AMN [18] and Remark 4.5.14(iii) pp. 294–295 herein. If we want to disregard $T$, then we get a 6-element lattice of distinguished geometry-reducts of our relativistic geometries $\mathcal{G}_{M}$. At the bottom of this lattice are the $\langle M_n, L; L^T, L^p, L^S, \subset, Bw, \perp_r \rangle$ geometries which are basically the same what we call relativistic incidence geometries $\mathcal{G}_{inc}^{inc}(T)$ in §6.7.4 (p.1174) of AMN [18]. More precisely $\mathcal{G}_{inc}^{inc}(T)$ is definitionally equivalent\textsuperscript{462} with our “bottom” geometry, with $T$ as indicated in the figure, assuming $\text{Ax}(\text{diswind})$, cf. Thm.6.7.31 (p.1164) of AMN [18]. The top of the lattice represents the whole of $\mathcal{G}_{M}$’s, of course. Besides labelling the nodes, we labelled some of the edges too in Fig.84. The labels on an edge indicate (roughly) the changes that happen when moving along that edge, the same change happens when moving along parallel edges. E.g. the label unions, $\text{Ax6}$ indicate that, intuitively, we can move from the higher end of that edge to the lower one by taking (possibly photon-glued) disjoint unions of our geometries and dropping $\text{Ax6}$ from our $T$, loosely speaking.

To understand our observer-independent geometries $\mathcal{G}_{M}$ (and their connections with the original models $\mathcal{M}$), below we introduce “observer-dependent” geometries $\mathcal{G}_m$, for each observer $m \in \text{Obs}_M$. After this we will introduce restrictions $\mathcal{G} \upharpoonright N$ of geometries to subsets $N \subseteq M$ of their set of points.

Our next definition may look, at first sight, somewhat longish, but at second reading it will turn out to be just the natural thing, and it will turn out to be quite useful. E.g. in

\textsuperscript{461} Cf. Convention 4.3.1 (p.220) for more familiarity with these notions.

\textsuperscript{462} Cf. Def.4.3.33 on p.255 for definitional equivalence.
Prop. 4.2.64 we will see that $\mathfrak{G}_\mathfrak{M}$ can be obtained from the world-views of observers i.e. from the $w_m$’s by gluing them together (as we planned in the first 2 sentences of §4.2.5). For this, first, the $w_m$’s have to be “geometrized”. The geometrized versions of the $w_m$’s will be the $\mathfrak{G}_m$’s defined below.

**Definition 4.2.61** Let $\mathfrak{M}$ be a frame model and $\mathfrak{G}_\mathfrak{M} = \langle M_n, F_1, L; \ldots \rangle$ be the geometry corresponding to it. Then using the world-view function $w_m$ each observer $m$ can copy the geometry $\mathfrak{G}_\mathfrak{M}$ to his coordinate system $^nF$, obtaining the observer-dependent geometry $\mathfrak{G}_m$ defined below, cf. Figure 87. Let $m \in \text{Obs}$. For every $\ell \in L$, throughout this definition, let

$$\ell_m \overset{\text{def}}{=} w_m^{-1}[\ell].$$

Now,

$$\mathfrak{G}_m \overset{\text{def}}{=} \langle ^nF, F_1, L_m; L^T_m, L^P_m, L^S_m, \in, \prec_m, Bw_m, \perp_m, eq_m, g_m, T_m \rangle,$$

where

$$L_m \overset{\text{def}}{=} \{ \ell_m : \ell \in L, \ell_m \neq \emptyset \}.$$

$$L^T_m \overset{\text{def}}{=} \{ \ell_m : \ell \in L^T, \ell_m \neq \emptyset \}.$$

$$L^P_m \overset{\text{def}}{=} \{ \ell_m : \ell \in L^P, \ell_m \neq \emptyset \}.$$

$$L^S_m \overset{\text{def}}{=} \{ \ell_m : \ell \in L^S, \ell_m \neq \emptyset \}.$$

$\in$ is the membership relation between $^nF$ and $L_m$,
4.2.5 GETTING FAMILIAR WITH RELATIVISTIC GEOMETRY

\[ \preceq_m := \{ \langle p, q \rangle \in nF \times nF : w_m(p) \prec w_m(q) \} , \]
\[ Bw_m := \{ \langle p, q, r \rangle \in (nF)^3 : Bw(w_m(p), w_m(q), w_m(r)) \} , \]
\[ \bot_m := \{ \langle \ell_m, \ell'_m \rangle : \ell \bot_r \ell', \ell_m \neq \emptyset, \ell'_m \neq \emptyset \} , \]
\[ eq_m := \{ \langle p, q, r, s \rangle \in (nF)^4 : eq(w_m(p), w_m(q), w_m(r), w_m(s)) \} , \]
\[ g_m := \{ \langle p, q, \lambda \rangle \in nF \times nF \times F : g(w_m(p), w_m(q)) = \lambda \} , \]
\[ \mathcal{T}_m := \{ w_m^{-1}[H] : H \in \mathcal{T} \} . \]

We define \( \mathcal{G}_m^{\bot_0} \) to be the geometry obtained from \( \mathcal{G}_m \) by replacing \( \bot_m \) by \( (\bot_0)_m \) defined below.
\[ (\bot_0)_m := \{ \langle \ell_m, \ell'_m \rangle : \ell \bot_0 \ell', \ell_m \neq \emptyset, \ell'_m \neq \emptyset \} , \]
cf. p.141 for the definition of \( \bot_0 \).

\[ \Downarrow \]

**Definition 4.2.62** Let \( \mathcal{G} = \langle M_n, F_1, L; \ldots, \mathcal{T} \rangle \) be an observer-independent geometry. Let \( N \subseteq M_n \). Then the restrictions \( \mathcal{G} \upharpoonright N \) and \( \mathcal{G} \upharpoonright^+ N \) of \( \mathcal{G} \) to \( N \) are defined in (i) and (ii) below, respectively. See Figure 88, cf. also Figure 90.

![Figure 88: Illustration for Definition 4.2.62.](image)

(i) \( \mathcal{G} \upharpoonright N := \langle N, F_1, L \upharpoonright N, L^T \upharpoonright N, L^p \upharpoonright N, L^s \upharpoonright N, \in, \prec \rangle \upharpoonright N \upharpoonright 463, L^T \upharpoonright N, L^p \upharpoonright N, L^s \upharpoonright N, \bot, eq \upharpoonright N, g \uparrow 2N, \mathcal{T} \upharpoonright N \upharpoonright 465 \rangle \), where
\[ \bot_N := \{ \langle \ell \cap N, \ell' \cap N \rangle : \ell, \ell' \in L, \ell \bot_r \ell' \} . \]

(ii) We define \( \mathcal{G} \upharpoonright^+ N \) to be the geometry obtained from \( \mathcal{G} \upharpoonright N \) by replacing \( L \upharpoonright N, L^T \upharpoonright N, L^p \upharpoonright N, L^s \upharpoonright N, \bot_N \) by \( L_N, L^T \upharpoonright N, L^p \cap N, L^s \cap N, \bot_r \upharpoonright L_N \), respectively, where
\[ L_N := \{ \ell \in L : \ell \cap N \neq \emptyset \} . \]

\[ 463 \ L \upharpoonright N := \{ \ell \cap N : \ell \in L \} . \text{ This is the natural restriction of "Lines" to } N \subseteq "Points". \text{ Similarly for the topology } \mathcal{T} \text{ in place of lines } L. \]

\[ 464 \text{ We use the restriction symbol } \upharpoonright \text{ for relations too the natural way. i.e. } \prec \upharpoonright N := \prec \cap (N \times N). \text{ Similarly for other relations of perhaps different ranks. (Since functions are special relations our usage of } \upharpoonright \text{ is ambiguous. We hope context will help.)} \]

\[ 465 \mathcal{T} \upharpoonright N := \{ H \cap N : H \in \mathcal{T} \} , \text{ cf. footnote 463.} \]
(iii) We extend the definitions of the restrictions $\mathcal{G} \upharpoonright N$ and $\mathcal{G} \upharpoonright^+ N$ to similar geometries, e.g. $\mathcal{G}^{1.0}_N$ the natural way. E.g. $\mathcal{G}^{1.0}_N \upharpoonright N$ is defined the natural way.

$\triangleright$

**Remark 4.2.63** Let $\mathcal{G}$ be an observer-independent geometry and $N \in \mathcal{T}$, i.e. $N \subseteq Mn$ is an open set. Then $\mathcal{G} \upharpoonright^+ N$ is a strong submodel of $\mathcal{G}$, in symbols $(\mathcal{G} \upharpoonright^+ N) \subseteq \mathcal{G}$. $\mathcal{G} \upharpoonright N$ is not necessarily a submodel of $\mathcal{G}$; moreover there is $\mathcal{G}$ and $N \in \mathcal{T}$ such that $\mathcal{G} \upharpoonright N$ is not isomorphic to any submodel of $\mathcal{G}$. Such $\mathcal{G}$ and $N$ are represented in Figure 89 below, cf. also item 2f of Prop.4.2.64 (p.210) and footnote 471 in it.

$\triangleright$

![Figure 89: $\mathcal{G} \upharpoonright N$ is not isomorphic to any submodel of $\mathcal{G}$.

Item 1 of our next proposition says that, assuming $\mathbf{Bax}^-$, any observer-dependent geometry $\mathcal{G}_m$ is basically the familiar picture which we often called the world-view of observer $m$; e.g., in $\mathcal{G}_m$, the set of points in "$F$, $L$ consists of Euclidean lines, $L^T$ consists of the traces (i.e. life-lines) of observers as seen by $m$, $L^{ph}$ is the set of life-lines of photons as seen by $m$, two lines are $\perp_0$-orthogonal iff they are two coordinate axes of some observer as seen by $m$, etc. For a second, let us call these familiar structures "$F$-geometries. Item 3 says that any observer-independent geometry $\mathcal{G}_m$ is a disjoint union of such familiar "$F$-geometries, assuming $\mathbf{Bax}^- + \mathbf{Ax (diswind)}$. Formally

$$\mathcal{G}_m = \bigcup_{m \in O} \mathcal{G}_m$$

for some $O \subseteq \mathbf{Obs}$. $\mathbf{Ax (diswind)}$ can be omitted if we use photon-glued disjoint unions and $\perp_0$-versions of our geometries. Cf. Figure 91 (p.211).

**PROPOSITION 4.2.64 (On $\mathbf{Bax}^-$-geometries)

Let $\mathcal{R} \models \mathbf{Bax}^-$. Consider the observer-independent geometry $\mathcal{G}_m$. Then 1–5 below hold.

1. Let $m \in \mathbf{Obs}$. Consider the observer-dependent geometry $\mathcal{G}_m$. Then (a)–(h) below hold.

   (a) $L_m \subseteq \mathbf{Eucl}$. Hence, $(\forall \ell \in L) w^{-1}_m[\ell] \in \mathbf{Eucl} \cup \{\emptyset\}$.

   (b) $L^T_m = \{ tr_m(k) : k \in \mathbf{Obs}, m \xrightarrow{\mathcal{G}_m} k \}$.

   (c) $L^{ph}_m = \{ tr_m(ph) : ph \in \mathbf{Ph}, m \xrightarrow{\mathcal{G}_m} ph \}$.

   (d) $L^S_m = \{ f_{km}[\bar{x}_i] : k \in \mathbf{Obs}, m \xrightarrow{\mathcal{G}_m} k, 0 < i < n \}$.

   (e) $(\perp_0)_m = \{ (f_{km}[\bar{x}_i], f_{km}[\bar{x}_j]) : k \in \mathbf{Obs}, m \xrightarrow{\mathcal{G}_m} k, i \neq j \}$.

\footnote{Cf. Prop.6.2.48 (p.854) in AMN \cite{[18]}.}
(f) Assume $\textbf{Ax}(\sqrt{\cdot})$. Then $Bw_m$ and $\textbf{Betw}$ coincide.

(g) $(\forall$ distinct $p,q,r \in nF)$

\[
(Bw_m(p,q,r) \lor Bw_m(p,r,q) \lor Bw_m(q,p,r)) \Leftrightarrow (p,q,r \text{ are collinear}).
\]

(h) Assume $\textbf{Ax}(\uparrow\uparrow_0) + \textbf{Ax}(\sqrt{\cdot})$. Let $p,q \in nF$. Then

\[
p \prec_m q \iff (p \prec q \land (\exists k \in \text{Obs}) p,q \in tr_m(k)).
\]

2. Let $m \in \text{Obs}$. Consider the observer-dependent geometry $G_m$. Then (a)-(g) below hold.

(a) Assume $\textbf{Ax6}$. Then

\[G_m \equiv G_{91} \quad \text{and} \quad G_{m}^{\perp_0} \equiv G_{91}^{\perp_0}.
\]

Actually, the world-view function $w_m$ induces an isomorphism between $G_m$ and $G_{91}$ (and between $G_m^{\perp_0}$ and $G_{91}^{\perp_0}$) the natural way.\(^{468}\)

(b)

\[G_m \cong (G_{91} \upharpoonright \text{Rng}(w_m)) \quad \text{and} \quad G_{m}^{\perp_0} \cong (G_{91}^{\perp_0} \upharpoonright \text{Rng}(w_m)),
\]

see Figure 90. Actually, the world-view function $w_m$ induces an isomorphism between $G_m$ and $G_{91} \upharpoonright \text{Rng}(w_m)$ the natural way.\(^{469}\)

(c) $(\forall \ell \in L^T \cup L^S)(\ell \cap \text{Rng}(w_m) \neq \emptyset \Rightarrow \ell \subseteq \text{Rng}(w_m))$.

Intuitively, time-like and space-like lines do not stick out from the window $\text{Rng}(w_m)$, see Figure 90.

(d) Assume $\textbf{Ax(diswind)}$. Then, intuitively, lines do not stick out from the window $\text{Rng}(w_m)$, formally:

\[(\forall \ell \in L)(\ell \cap \text{Rng}(w_m) \neq \emptyset \Rightarrow \ell \subseteq \text{Rng}(w_m)),
\]

cf. Figure 90 (in the figure some photon-like lines do stick out from the window $\text{Rng}(w_m)$).

Therefore

\[G_{91} \upharpoonright \text{Rng}(w_m) = (G_{91} \upharpoonright \text{Rng}(w_m)),
\]

cf. Figure 88 (p.207).

(e) Assume $\textbf{Ax(diswind)}$. Then $G_m$ is isomorphic to a strong submodel of $G_{91}$ (and $\text{Rng}(w_m) \in T$). In more detail:

\[G_m \cong (G_{91} \upharpoonright \text{Rng}(w_m)) = (G_{91} \upharpoonright \text{Rng}(w_m)) \subseteq G_{91},
\]

cf. Remark 4.2.63.

The world-view function $w_m$ induces an embedding of $G_m$ into $G_{91}$ the natural way.\(^{470}\) See Figure 90 and the upper picture in Figure 91.

\(^{467}\)Cf. Prop.4.2.14 on p.160.

\(^{468}\)Making this precise: Let $\bar{w}_m : L_m \rightarrow \{w_m[\ell] : \ell \in L_m\}$ be defined by $\bar{w}_m : \ell \mapsto w_m[\ell]$. Then $\text{Rng}(\bar{w}_m) = L_{91}$ and $\langle w_m, \text{Id} \mid F, \bar{w}_m \rangle$ is a (three-sorted) isomorphism between $G_m$ and $G_{91}$ (and between $G_{m}^{\perp_0}$ and $G_{91}^{\perp_0}$). Cf. item (II) of Def.4.2.3 (p.146) for isomorphisms between geometries.

\(^{469}\)Making this precise: Let $\bar{w}_m$ be defined as in footnote 468. Then $\langle w_m, \text{Id} \mid F, \bar{w}_m \rangle$ is an isomorphism between $G_m$ and $G_{91} \upharpoonright \text{Rng}(w_m)$.

\(^{470}\)Let $\bar{w}_m$ be defined as in footnote 468, p.209. Then

\[\text{Rng}(\bar{w}_m) = \{\ell \in L_{91} : \ell \subseteq \text{Rng}(w_m)\} = \{\ell \in L_{91} : \ell \cap \text{Rng}(w_m) \neq \emptyset\};
\]

and $\langle w_m, \text{Id} \mid F, \bar{w}_m \rangle$ is an embedding of $G_m$ into $G_{91}$. 
The assumption \textbf{Ax(diswind)} is needed in item (e) above. I.e. there is \( \mathcal{M} \in \text{Mod}(\text{Bax}^-) \) and \( k \in \text{Obs}^{\mathfrak{M}} \) such that \( \mathcal{G}_k \) is not isomorphic to any submodel of \( \mathcal{G}_{\mathfrak{M}} \).\footnote{\( \text{Ax(diswind)} \) is needed in item (e) above.}

Assume \( k \in \text{Obs} \) is such that \( m \overset{\sim}{\rightarrow} k \). Then the geometries \( \mathcal{G}_m \) and \( \mathcal{G}_k \) are isomorphic, i.e. \( \mathcal{G}_m \cong \mathcal{G}_k \). Actually, the world-view transformation \( \mathbf{f}_{mk} \) induces an isomorphism between \( \mathcal{G}_m \) and \( \mathcal{G}_k \) the natural way.\footnote{Actually, the world-view transformation \( \mathbf{f}_{mk} \) induces an isomorphism between \( \mathcal{G}_m \) and \( \mathcal{G}_k \) the natural way.}

3. By Thm.3.2.6 (and \textbf{Ax4}), \( \overset{\sim}{\rightarrow} \) is an equivalence relation when restricted to \( \text{Obs} \).\footnote{By Thm.3.2.6 (and \textbf{Ax4}), \( \overset{\sim}{\rightarrow} \) is an equivalence relation when restricted to \( \text{Obs} \).} Let \( O \subseteq \text{Obs} \) be a class of representatives for the equivalence relation \( \overset{\sim}{\rightarrow} \).\footnote{Let \( O \subseteq \text{Obs} \) be a class of representatives for the equivalence relation \( \overset{\sim}{\rightarrow} \).} Then (a) and (b) below hold.

(a) Assume \textbf{Ax(diswind)}. Then \( \mathcal{G}_{\mathfrak{M}} \) is the disjoint union of the family\footnote{Assume \textbf{Ax(diswind)}. Then \( \mathcal{G}_{\mathfrak{M}} \) is the disjoint union of the family.}

\[
\mathcal{G}_{\mathfrak{M}} = \bigcup_{m \in O} \mathcal{G}_m,
\]

Therefore, by item 2b, \( \mathcal{G}_{\mathfrak{M}} \) is the disjoint union of the family\footnote{Therefore, by item 2b, \( \mathcal{G}_{\mathfrak{M}} \) is the disjoint union of the family.}

\[
\langle \mathcal{G}_m : m \in O \rangle,
\]

up to isomorphism, i.e.\footnote{up to isomorphism, i.e.}

\[
\mathcal{G}_{\mathfrak{M}} \cong \bigcup_{m \in O} \mathcal{G}_m.
\]
4.2.5 GETTING FAMILIAR WITH RELATIVISTIC GEOMETRY

Assume \( \text{Ax(diswind)} \) and
\( O = \{m, k, h, b\} \). Then
\[ \mathcal{G}_m \cong (\mathcal{G}_m \cup \mathcal{G}_k \cup \mathcal{G}_h \cup \mathcal{G}_b). \]

Assume \( O = \{m, k, h, b\} \). Then
\( \mathcal{G}^{-1}_m \) is a photon-glued disjoint union of \( \mathcal{G}^{-1}_m \), \( \mathcal{G}^{-1}_k \), \( \mathcal{G}^{-1}_h \), \( \mathcal{G}^{-1}_b \), up to isomorphism:

Figure 91: Notice that a “photon-line” splits up to two in the lower picture.
Figure 92: The geometry of a rotating black hole (general relativity) represented by a Penrose diagram.
4.2.5 GETTING FAMILIAR WITH RELATIVISTIC GEOMETRY

(b) \( \mathcal{C}_{91}^{+} \) is a photon-glued disjoint union of the family
\[ \langle \mathcal{C}_{91}^{+} | Rng(w_m) : m \in O \rangle. \]

Therefore, by item 2b, \( \mathcal{C}_{91}^{+} \) is a photon-glued disjoint union of the family \( \langle \mathcal{C}_{m}^{+} : m \in O \rangle \) up to isomorphism. See Figure 91.

4. (a)-(e) below hold.

(a) Assume \textbf{Ax(diswind)}. Then two distinct lines meet in at most one point; formally:
\[ (\forall \text{ distinct } \ell, \ell' \in L) | \ell \cap \ell'| \leq 1. \]

(b) Assume we are given two distinct lines such that one of them is time-like or space-like. Then the two lines meet in at most one point. Formally:
\[ (\forall \text{ distinct } \ell, \ell' \in L) (\ell \in L^T \cup L^S \Rightarrow | \ell \cap \ell'| \leq 1). \]

(c) \( L^T \cap L^{Ph} = \emptyset. \)

(d) Assume \( c_m(d) < \infty. \) Then \( L^S \cap L^{Ph} = \emptyset. \)

(e) Assume \textbf{Ax}(\( \sqrt{\cdot} \)) + \( c_m(d) < \infty \) and \( n > 2 \) or \textbf{Ax}(\( \uparrow \uparrow 0 \)). Then i, ii below hold.

i. \( L^T, L^{Ph}, L^S \) are pairwise disjoint.

ii. The irreflexive parts of relations \( \equiv^T, \equiv^{Ph}, \equiv^S \) are pairwise disjoint.

5. Assume \textbf{Ax(diswind)}. Let \( m \in \text{Obs} \) and \( \ell, \ell' \in L \) be such that \( w_m^{-1}[\ell] \neq \emptyset \) and \( w_m^{-1}[\ell'] \neq \emptyset. \) Then \( w_m^{-1}[\ell], w_m^{-1}[\ell'] \in \text{Euc} \) (by item 1a), and (a), (b) below hold.

(a) \( \ell \parallel \ell' \iff w_m^{-1}[\ell] \parallel w_m^{-1}[\ell']. \)

(b) Assume \( \ell, \ell' \) are distinct and \( \ell \cap \ell' \neq \emptyset. \) Then
\[ \text{Plane}(\ell, \ell') = \text{Plane}'(\ell, \ell') = w_m[\text{Plane}(w_m^{-1}[\ell], w_m^{-1}[\ell'])]. \]

On the proof: The proof is left to the reader, but we note the following. Items 1b, 1c hold for arbitrary frame model, i.e. the assumption \textbf{Bax}^{-} is not needed in these items. The proof of the proposition is based on the following. Assume \textbf{Bax}^{-}. Let \( m, k \in \text{Obs}. \) Then (i)-(vii) below hold.

(i) \( w_m \) is an injection.

(ii) Assume \( m \rightarrow k \). Then \( f_{mk} \) is a bijective collineation by Thm.3.2.6 (p.110).

(iii) \( (Rng(w_m) \cap Rng(w_k) = \emptyset \text{ or } Rng(w_m) = Rng(w_k)) \) and
\( (m \rightarrow k \iff Rng(w_m) = Rng(w_k)). \) This holds by Thm.3.2.6 and \textbf{Ax4}.

(iv) Assume \textbf{Ax}(\( \sqrt{\cdot} \)) and \( m \rightarrow k \). Then \( f_{mk} \) is betweenness preserving by Prop.4.5.4(i) (p.289).

(v) There are no photons at rest by \textbf{AxE}_{01}.

(vi) Assume \textbf{Ax(diswind)} and \( Rng(w_m) \cap Rng(w_k) = \emptyset. \) Assume \( ph \) is a photon such that
\( (\exists e \in Rng(w_m)) ph \in e. \) Then \( (\forall e \in Rng(w_k)) ph \notin e. \)

(vii) Assume \textbf{Ax}(\( \sqrt{\cdot} \)) + \( c_m(d) < \infty \) and \( n > 2 \) or \textbf{Ax}(\( \uparrow \uparrow 0 \)). Then there are no FTL observers by items 3.2.13 (p.118) and 4.2.31 (p.177) herein.
In connection with the following remark recall that \( \text{Pax} \) is weaker than \( \text{Bax}^- \), cf. \S 3 herein or p.482 in \S 4.3 of AMN [18].

**Remark 4.2.65** The following items remain true if the assumption \( \text{Bax}^- \) is replaced by \( \text{Pax} \) in them: Remark 4.2.13 (p.160), Prop.4.2.14 (p.160), Prop.4.2.16 (p.161), Prop.4.2.35 (p.179), Thm.4.2.40(ii) (p.182), and almost the whole of Prop.4.2.64, i.e. Prop.4.2.64 with the exception of items 1h, 4c, 4d, 4e.

\(<\)

**Remark 4.2.66** (On Figure 92) Figure 91 shows that our geometries \( \mathcal{G}_{39} \) can be viewed as being glued together from “windows” which in turn can be regarded as world-views of individual observers. There is a (deliberate) analogy here with the so-called Penrose diagrams from general relativity. (We will not explain Penrose diagrams here but certain properties are “visible” without explanation.) Figure 92 on p.212 represents a Penrose diagram (of a general relativistic space-time geometry) from Hawking-Ellis [116]. It is visible in Figure 92 that this geometry, too, consists of regions like our windows in Figure 91. (Cf. e.g. regions I, II, III on the diagram.) Roughly, each of these regions can be regarded as the window of some observer (just as in our Fig.91). Of course, besides the similarities there are some dissimilarities which we do not discuss here. We note that the fact that our geometries are glued together from windows is intended to make transitions towards general relativity easier. In passing we note that Figure 92 is the Penrose diagram of a rotating black hole which contains closed time-like geodesics (“time travel”). Therefore it is related to Figure 134 on p.365 which also contains closed time-like geodesics (among other exotic and exciting features). Figure 92 is in “Penrose-diagram form” while Figure 134 is in a more usual space-time diagram form.

\(<\)

The next remark illustrates some properties of our geometries. Intuitively, it says that quite many of our flexible theories of relativity have an interesting geometrical property.

**Remark 4.2.67** Let \( Th = \text{Bax}^\mathbb{R} + \text{Ax}(\text{Triv})^- + \text{Ax}(||^- + \text{Ax}(\sqrt{\cdot}) + \text{Ax}6. \) This \( Th \) is strong enough to imply that “simultaneities” i.e. space-like hyper-planes\(^{475}\) are Euclidean geometries. In more detail, assume that \( \mathcal{G} \in \mathcal{Ge}(Th) \) and that \( H \) is a space-like hyper-plane of \( \mathcal{G} \). Then the “subgeometry” \( \mathcal{G} \upharpoonright H = \langle H, F_1, \ldots, eq \upharpoonright H, \ldots \rangle \) \(^{476}\) of \( \mathcal{G} \) (obtained by restricting the points of \( \mathcal{G} \) to \( H \) the natural way) is Euclidean, if \( n > 2 \). This is proved as Thm.’s 6.6.114–6.6.115 of AMN [18, pp.1130–1131].\(^{477}\) If we drop \( \text{Ax}6 \), then, roughly, we get disjoint unions of Euclidean geometries.

\(^{475}\)For the definition of space-like hyper-planes we refer to p.1130, Def.6.6.112 in AMN [18].

\(^{476}\)where \( L, Bw, \ldots, T \) are restricted to \( H \) the natural way

\(^{477}\)In passing we note that general relativistic geometries usually fail to have this property (i.e. “pure” space is already curved). However, the simplified black hole geometry in Andräka et al. [26] enjoys this property at least for some (kinds of) space-like hyper-planes (more precisely space-like “geodesic hyper-surfaces”). Besides being Euclidean, these space-like hyper-surfaces are disjoint from each other, and their union covers the whole of space-time. The same applies to the simplified black hole geometry in Rindler [222] on p.124 given by equation (7.18) describing the metric of the manifold in question. (The two simplified geometries, in [26] and in [222], are obtained via different trains of thought.) As a curiosity we note that one of the main features of the model constructed in Gödel’s cosmological papers (and refined in Ozsváth-Schücking [209] for a finite universe) is that the whole of space-time of that model cannot be obtained as a disjoint union of space-like geodesic hyper-surfaces. Such a disjoint union of space-like geodesic hyper-surfaces could be regarded as a kind of “absolute” (even if artificial) temporal structure for the whole universe. We note that universes with rotating black holes have the same “Gödelian” property. (When we write “universe” e.g. in connection with the words of Gödel, Ozsváth etc. we mean a mathematical structure which is in many respects similar to our \( \mathcal{G} \)’s but in which...
4.2.6 Reduced of Relativistic Geometries; connections with the literature

The reader might feel that the geometric object $\mathfrak{G}_{\mathfrak{R}}$ defined in Definition 4.2.3 (pp. 137–146) seems to have too many components. However, we will concentrate on discussing reduced of $\mathfrak{G}_{\mathfrak{R}}$ instead of the full structure.

A very nicely streamlined reduct is called the time-like-metric reduct which will be introduced and discussed in §4.6.1 (p.346). About that reduct we note that it is not only mathematically elegant, but also is most useful e.g. can be generalized smoothly such that it becomes a suitable framework for a possible formalization of the basics of general relativity, cf. Busemann [35]. All the same, below we start our discussion with a more “classical”, more “Euclidean” reduct (of the incidence geometry kind).\footnote{Our excuse for starting with this reduct is that, stretching it a little bit, one could say that it was known already by the ancient Greeks.}

1) Perhaps the most well known reduct of $\mathfrak{G}_{\mathfrak{R}}$ is

$$GT_{\mathfrak{R}} := \langle M, L; \in, Bw, \bot, eq \rangle$$

which we call the Goldblatt-Tarski reduct of $\mathfrak{G}_{\mathfrak{R}}$. This is a geometry of the form

$$\langle \text{Points}, \text{Lines}; \in, Bw, \bot, eq \rangle.$$ 

Tarski’s axiomatic approach to Euclidean geometries over ordered fields $\mathfrak{R}$, basically, studies structures of this form:

$$\langle \text{Points}, \text{Lines}; \in, Bw, \bot, eq \rangle.$$ 

More precisely, there, the first part $\langle \text{Points}, \text{Lines}; \in \rangle$ is coded up into a one sorted structure\footnote{To be precise, Tarski uses $\langle \text{Points}; Bw \rangle$ to “code” $\langle \text{Points}; \text{collinear} \rangle$. Hence under very mild assumptions the geometries of form $\langle \text{Points}; Bw \rangle$ are definitionally equivalent to the geometries of form $\langle \text{Points}; \text{collinear}, Bw \rangle$. The latter version is used extensively in the literature.} $\langle \text{Points}, \text{collinear}(x, y, z) \rangle$. But as it will be discussed in §4.4 (p.274) below, this causes no
essential difference. Actually, Tarski omitted \( \perp \) because it is definable from \( Bw \) and \( eq \), and Goldblatt in [102] did not include \( eq \) probably because it is definable from the rest of \( GT_{2n} \) in the cases of Minkowskian and Euclidean geometries. From now on we will ignore the fact that Tarski and Goldblatt omitted \( \perp \) and \( eq \), respectively.\(^{480}\)

As we will recall, Hilbert, Tarski and their followers proved that for the Euclidean case the language of \( \langle \text{Points, Lines}; \in, Bw, \perp, eq \rangle \) is expressive enough in the sense that all familiar concepts of classical geometry, e.g., circles can be defined in the first-order language of these structures \( \langle \text{Points, \ldots, eq} \rangle. \(^{481}\)

If we assume some conditions on \( \mathcal{M} \), then instead of the \( \langle \prec, g, \exists \rangle \)-free reduct of \( \mathcal{G}_{2n} \) it is enough to keep \( GT_{2n} \) because of the following.

**Theorem 4.2.68** The incidence geometry expanded with \( \perp \), \( \mathcal{G}_{2n} = \langle Mn, L; \in, \perp \rangle \) is expressive enough to recover most of the \( g \)-free part of \( \mathcal{G}_{2n} \), under \( Bax^{\oplus} + \) auxiliary axioms. More concretely, \( L^T, L^{Ph}, L^S, Bw \) are definable in first-order logic over \( \mathcal{G}_{2n} \), assuming \( n > 2 \) and \( \mathcal{M} \models (Bax^{\oplus} + Ax(Triv_t)^- + Ax(\sqrt{\cdot}) + Ax(diswind)) \).

**Idea of proof:** Let \( \ell \in L \). Then \( \ell \in L^{Ph} \) iff \( \ell \perp \ell \). Further \( \ell \in L^T \) iff \( (\forall 2\text{-dimensional plane}^{482} P) \)

\[ [\ell \subseteq P \text{ there is a photon line in } P \text{ intersecting } \ell \text{ in a single point}] \]

Of course, one has to prove that these definitions work. The details are available from the author. Definability of \( Bw \) follows by Thm.6.7.1 (p.1137) of AMN [18]. \( \blacksquare \)

**Corollary 4.2.69** The \( \langle \prec, g \rangle \)-free reduct of \( \mathcal{G}_{2n} \) is first-order logic definable\(^{483}\) over the Goldblatt-Tarski reduct \( GT_{2n} = \langle Mn, L; \in, \perp, eq \rangle \), under the conditions of Thm.s 4.2.37, 4.2.68 above.

**Proof.** The topology part follows from the fact that \( T' \) is defined from \( Bw \) on p.175. \( \blacksquare \)

We note that \( eq \) is not definable from \( \mathcal{G}_{2n} \) under the conditions of Thm.4.2.68 (cf. AMN [18, p.1147]). However, if we are willing to assume \textbf{Newbasax}, then the situation improves as follows.

**Theorem 4.2.70** The \( \langle \prec, g \rangle \)-free reduct of \( \mathcal{G}_{2n} \) is first-order definable over the “slim” geometry \( \langle Mn, \perp \rangle \), hence also over \( \mathcal{G}_{2n} \), assuming \( n > 2 \) and \( \mathcal{M} \models \textbf{Newbasax} + Ax(Triv_t)^- + Ax(\sqrt{\cdot}) + Ax(diswind) \).

\(^{480}\)For some of our choices of \( \mathcal{M} \), \( eq \) is not definable from the rest of \( GT_{2n} \) and \( \perp \) is not definable from the rest of \( GT_{2n} \) either. Cf. §4.6.

\(^{481}\)A difference between Hilbert’s and Tarski’s approach to axiomatizing geometry is that Tarski insisted on using purely first-order logic, and to consider all the models (in the model theoretic sense) of his first-order axioms. (Hilbert used a second-order axiom besides first-order ones.) The approach to studying geometries over arbitrary Euclidean fields was started well before Hilbert’s and Tarski’s work. Referring to so many people would render our present discussion a little cumbersome. Therefore, instead of writing “Hilbert’s, Tarski’s, their precursor’s and their follower’s work” we will simply write Tarski’s work or something similar. This is only for simplicity and by this we do not want to belittle the importance of Hilbert’s, their precursor’s and their follower’s work. An incomplete list of references includes e.g. [62, 102, 122, 125, 127, 225, 232, 245, 247, 248, 252, 255]. We refer to Appendix (“Why first-order logic?”) of AMN [18] for more information, as well as for an explanation of why it is more useful to axiomatize something in first-order logic than in second-order logic.

\(^{482}\)The notion of a 2-dimensional plane is defined as follows. \( P \) is a 2-dimensional plane iff there are distinct \( a, b, c \in Mn \) such that they are pairwise connected (i.e. \( \sim \)-related), \( \neg coll(a, b, c) \), and \( P = \text{Plane}\{a, b, c\} \).

\(^{483}\)in the sense elaborated in §4.3 below
4.2.6 REDUCTS OF RELATIVISTIC GEOMETRIES

Proof. The proof follows from AMN [18, items 6.7.31, 6.7.41].

By items 4.2.68–4.2.70 above, studying \( \mathfrak{G}_{91} \) can be reduced to studying the sleek geometry \( \mathbb{G}_{91} \) if we are willing to ignore \( \prec, g \) and assume \( \textbf{Bax}^{\oplus} \) \textit{“some extra”}. Actually, \( \mathbb{G}_{91} \) is expressive enough to support our \( (\mathcal{G}_0, \mathcal{M}_0) \)-duality theory, under \textit{Newbasax} \textit{+ auxiliaries}, or if we are willing to assume only \( \textbf{Bax}^{\oplus} \textit{+ auxiliaries} \), then \( (\mathfrak{G}_{91}, \text{eq}) \) can support our duality theory. So, much what we do in this chapter can be done by using only \( GT_{91} \) in place of \( \mathfrak{G}_{91} \), if we are willing to assume \( \textbf{Bax}^{\oplus} \textit{+ auxiliaries} \). This is part of the fulfillment of our promise made above the definition of \( \mathfrak{G}_{91} \) (first few lines of \$4.2.1, p.136). The rest of the promise will come in \$4.6.1 (p.346). Cf. also Theorem 6.7.42 of AMN [18] (as a contrast).

We will discuss the remaining interdefinability connections between the basic relations \( L^T, L^{Ph}, \ldots, Bw, \bot, \text{eq}, g \) of our language for geometries in the section “On the choice of our geometrical vocabulary (or language)” (pp. 342–349) and much more fully in AMN [18, \$4.6, pp.342–349].

In passing we note that there is a very natural motivation for Tarski’s choice of the primitives of his geometries.\textsuperscript{484} Let us pretend for a second that Tarski’s geometries are of the form \( \langle \text{Points}, \text{collinear}, \text{eq} \rangle \).\textsuperscript{485} This choice of primitives matches nicely the traditional “ruler and compass” conception of Euclidean geometry (cf. e.g. Lánczos [151, p.48], namely, \textit{collinear} corresponds to \textit{ruler} (lines) while \textit{eq} corresponds to \textit{compass} (circles).\textsuperscript{486} Let \textit{Col} abbreviate \textit{collinear}, cf. p.277.

By the above, it is natural to consider the \( \langle \text{Points}, \text{Col}, \text{eq} \rangle \) reducts of our geometries as a distinguished level of abstraction. Since in our relativistic geometries \( Bw \) and \( \bot \) are not as easily definable in terms of \textit{Col} and \textit{eq} as in the Euclidean case (cf. AMN [18, \$4.6]), we will often consider the \( \langle \text{Points}, \text{Col}, Bw, \bot, \text{eq} \rangle \) reduct as a natural level of abstraction. We will see in our definability section (\$4.3) that this level of abstraction is “equivalent” to the level represented in the Goldblatt-Tarski reducts \( \langle Mn, \in, Bw, \bot, \text{eq} \rangle \) of our geometries discussed above.

Further \textit{connections with the literature} are discussed in \$\$4.6.1, 4.4, 4.5.2, and in AMN [18, \$6.5 (“... connections with Tarski’s ...”) (p.991), \$6.2.9 (p.923), \$6.7.3 (p.1169)], to mention only a few such places.

\textsuperscript{484}The same argument motivates our distinguishing the Goldblatt-Tarski reduct of our relativistic geometries.

\textsuperscript{485}Tarski uses \( Bw \) in place of \textit{collinear}, but we will see later (cf. AMN [18, \$6.7.1]) that in the presence of \textit{eq}, \( Bw \) and \textit{collinear} are interdefinable, hence for the sake of the argument, here we may assume that the primitives are \textit{collinear} and \textit{eq}.

\textsuperscript{486}Instead of “ruler and compass based conception” we could say “points, lines and circles based conception”.
4.3 Definability in many-sorted logic, defining new sorts

On historical background:

The theory of definability as understood in the present work is a branch of mathematical logic (and its model theory) which goes back to Tarski’s pioneering work [250]. It goes back even further, to Padoa (1900), Reichenbach 1920-23 [218], and Tarski 1926. Beginning with 1926, 1931, 1934 [250], Tarski did much to help the theory of definability to become a fully developed branch of mathematical logic which is worth studying in its own right. Of the many works illustrating Tarski’s concern for the theory of definability we mention only Henkin-Tarski [123], [120, Part I], Tarski-Givant [254], Tarski-Mostowski-Robinson [256] and Tarski [250, 251], cf. also Tarski [249] and [253, Volume 1, pp. 517-548] (which first appeared in 1931 and which already addresses the theory of definability).

In passing we note that the creation of the theory of cylindric algebras can be viewed as a by-product of Tarski’s interest in developing and publicizing the theory of definitions (a cylindric algebra over a model can be viewed as the collection of all relations definable in that model).

Below, we try to summarize the theory of definability (allowing definitions of new sorts) in a style tailored to the needs of the present work and in a spirit consistent with Tarski’s original ideas and views on the subject. Here the emphasis will be on defining new sorts (which is usually not addressed in classical logic books such as e.g. Chang-Keisler [60]).

The subject matter of the present sub-section is relevant to the definability issues discussed in the literature on relativity cf. e.g. Friedman [91, pp. 62-63, 65, 378 (index)], In Reichenbach’s book “Axiomatization of the Theory of Relativity” [218] on the first page of the Introduction (p.3) he already explains the difference between explicit and implicit definitions and emphasizes their importance. (He also traces this distinction (underlying definability theory) to Hilbert’s works.) In passing we note that on p.5, Reichenbach [218] also explains in considerable detail why it is desirable to start out with observational concepts when building up our theory (like we do in Chapters 1,2) and later define theoretical concepts over observational ones using definability theory (as we do in the present chapter). For the time being we do not discuss connections between definability theory and definability issues in relativity theory explicitly, but we plan to do so in a later work.

For the physical importance of definability cf. the relevant parts of the introduction of this chapter. Further, we note the following. If in our language we allow using certain concepts and if some other concept is definable from these, this other concept is available in our language even if we do not include it (explicitly). So if we allow only such concepts which are definable from observational ones, the effect will be the same as if we allowed only observational concepts. I.e. the physical principle of Occam’s razor has been respected.

*   *   *

487 Acknowledgement: We would like to express our thanks to Wilfrid Hodges for a careful reading of an earlier version of this section, and for his helpful remarks.

488 But we note that Reichenbach [218] makes it clear that he considers definability theory very important for relativity, and he also explains rather convincingly why he does so. This is also clear from the relativity works Friedman [91], or Grünbaum [109],[110], to mention only a few. Cf. also Stein [238].
4.3 DEFINABILITY IN MANY-SORTED LOGIC

Let $\mathcal{M} = \langle U_0, \ldots, U_j; R_1, \ldots, R_l \rangle$ be a many-sorted model with universes or sorts $U_0, \ldots, U_j$, and relations $R_1, \ldots, R_l$ ($j, l \in \omega$).\footnote{The assumption that $l$ is finite is irrelevant here in the sense that we will never make use of it (except when we state this explicitly). What we write in this section makes perfect sense if the reader replaces $l$ by an arbitrary ordinal. As a contrast, we do use the assumption that $j \in \omega$.} Since functions are special relations we do not indicate them explicitly in the present discussion.\footnote{All the same, we will not hesitate to use functions because it is well known how to eliminate function symbols in first-order logic (without changing the meanings of our formulas). Cf Bell-Machover [46, §2.10 “elimination of function symbols”].} We use the semicolon “;” to separate the sorts (or universes) from the relations of $\mathcal{M}$.

When discussing many-sorted models, we always assume that they have finitely many sorts only.\footnote{In some minor items there may be exceptions from this rule but then this will be clearly indicated.} The “big universe” $Uv(\mathcal{M})$ of the model $\mathcal{M}$ is the union of its universes (or sorts). Formally

$$Uv := Uv(\mathcal{M}) := \bigcup \{ U_i : U_i \text{ is a universe of } \mathcal{M} \}.$$\footnote{Although, in general, $Uv$ is not a universe of $\mathcal{M}$, we can pretend that it is a universe because there are only finitely many sorts. E.g. if we want to simulate the formula $(\exists x \in Uv) \psi(x)$ then we write $[(\exists x \in U_0) \psi(x) \lor (\exists x \in U_1) \psi(x) \lor \ldots \lor (\exists x \in U_j) \psi(x)]$. Then although the first formula $(\exists x \in Uv) \psi(x)$ does not belong to the language of $\mathcal{M}$, the second formula “$[(\exists x \in U_0) \ldots]$” does belong to this language (assuming $(\exists x \in U_0) \psi(x)$ already belongs to the language) and the meaning of the second formula is the same as the intuitive meaning of the first one. If $(\exists x \in U_i) \psi(x)$ did still not belong to our many-sorted language then there is some extra routine work to do in translating this formula into our many-sorted language. This translation is explained in detail in the logic books which reduce many-sorted logic to one-sorted logic (cf. [45, 82, 194]). These books were quoted in §2 where we first encountered many-sorted logic. We also note that the quoted translation is straightforward. For more on why and how we can pretend that $Uv(\mathcal{M})$ is a universe of $\mathcal{M}$ we refer to the just quoted logic books.}

In passing we note that although the sorts $U_0, \ldots, U_j$ of $\mathcal{M}$ need not be disjoint, the following holds. To every many-sorted model $\mathcal{M}$ there is an isomorphic copy $\mathcal{M}'$ of $\mathcal{M}$ such that the sorts $U'_0, \ldots, U'_j$ of $\mathcal{M}'$ are mutually disjoint (i.e. $U'_0 \cap U'_j = \emptyset$ etc.). Therefore we are permitted to pretend that the sorts (i.e. universes) of $\mathcal{M}$ are disjoint from each other whenever we would need this.

By a reduct of a many-sorted model $\mathcal{M}$ we understand a model $\mathcal{M}^-$ obtained from $\mathcal{M}$ by omitting some of the sorts and/or some of the relations of $\mathcal{M}$. I.e. if

$$\mathcal{M} = \langle U_0, \ldots, U_j; R_1, \ldots, R_l \rangle$$

then the reduct $\mathcal{M}^-$ may be of the form

$$\langle U_0, \ldots, U_{j-1}; R_1, \ldots, R_{l-1} \rangle$$

(assuming $R_1, \ldots, R_{l-1}$ do not involve the sort $U_j$).

A model $\mathcal{M}^+$ is called an expansion of $\mathcal{M}$ iff $\mathcal{M}$ is a reduct of $\mathcal{M}^+$. I.e. an expansion $\mathcal{M}^+$ is obtained by adding new sorts and/or new relations to $\mathcal{M}$. We will use the following abbreviation for denoting expansions:

$$\mathcal{M}^+ = \langle \mathcal{M}, U^{new}; R^{new} \rangle$$

where $U^{new}$ is the new sort and $R^{new} = \langle R_1^{new}, \ldots, R_r^{new} \rangle$ is the sequence of new relations. Of course there may be more new sorts too, then we write

$$\mathcal{M}^+ = \langle \mathcal{M}, U_1^{new}, \ldots, U_l^{new}; R^{new} \rangle.$$
However, we will concentrate on the case $\varrho = 1$ (for didactical reasons). Informally the general pattern is:

"New model" = ("Old model", "New sorts"; "New relations/functions").

We will ask ourselves when $\mathcal{M}^+$ will be (first-order logic) definable over $\mathcal{M}$. By definable we will always (throughout this work) mean first-order logic definable. If $\langle \mathcal{M}, U^{\text{new}}; R^{\text{new}} \rangle$ is definable over $\mathcal{M}$ then we will say that the new sort $U^{\text{new}}$ together with $R^{\text{new}}$ are definable in $\mathcal{M}$. When defining a new sort $U^{\text{new}}$ (in an "old" model $\mathcal{M}$) we need the new relations $R^{\text{new}}$ too because it is $R^{\text{new}}$ which will specify the connections between the new sort $U^{\text{new}}$ and the old sorts of $\mathcal{M}$.

Although we will start out with discussing definability over a single model $\mathcal{M}$, the really important part will be when we generalize this to definability (of an expanded class $K^+$) over a class $K$ of models (which is first-order axiomatizable).

We will discuss two kinds of definability in many-sorted logic: implicit definability in §4.3.1 and explicit definability in §4.3.2.\footnote{In passing, we note that in the special case of the most traditional one-sorted logic when only relations are defined (i.e. defining new sorts is not considered) the distinction between implicit and explicit definability is well investigated and is well understood cf. e.g. Chang-Keisler [60, p.90] or Hodges [130, pp.301-302].}

Throughout model theory there is a distinction between symbols like $\text{Obs}$ and objects like $\text{Obs}^{\mathcal{M}}$ denoted by these symbols in a model $\mathcal{M}$. This distinction between symbols and objects they denote is even more important in the theory of definitions than in other parts of logic. Therefore, in the next two items we clarify notions and notation connected to this distinction.

**CONVENTION 4.3.1** By the vocabulary of a model $\mathcal{M}$ we understand the system of sort-symbols, relation symbols and function symbols interpreted by $\mathcal{M}$. Since function symbols are special relation symbols, we will restrict our attention to sort symbols and relation symbols. Assume e.g. that $\mathcal{M}$ is of the form

$$\mathcal{M} = \langle U_0^{\mathcal{M}}, \ldots, U_j^{\mathcal{M}}; R_1^{\mathcal{M}}, \ldots, R_i^{\mathcal{M}} \rangle,$$

and assume that $U_i$ is the sort symbol "denoting" $U_i^{\mathcal{M}}$ and $R_i$ is the relation symbol "denoting" $R_i^{\mathcal{M}}$. Then the vocabulary of $\mathcal{M}$ is

$$\text{Voc}(\mathcal{M}) \overset{\text{def}}{=} \langle \{U_0, \ldots, U_j\}, \{R_1, \ldots, R_i\} \rangle.$$
4.3 DEFINABILITY IN MANY-SORTED LOGIC

and

$$\mathcal{M}_1: \text{“Relation symbols”} \rightarrow \text{“Relations of } \mathcal{M}\text{”},$$

with the restriction that $\mathcal{M}_1$ is “rank-preserving” in a natural sense.

E.g. if $\mathcal{M} = \langle U_0^{\mathcal{M}}, \ldots, U_j^{\mathcal{M}}, R_1^{\mathcal{M}}, \ldots, R_l^{\mathcal{M}} \rangle$, then

$$\mathcal{M}_0: \{ U_i : i \leq j \} \rightarrow \{ U_i^{\mathcal{M}} : i \leq j \}$$

$$\mathcal{M}_1: \{ R_i : 0 < i \leq l \} \rightarrow \{ R_i^{\mathcal{M}} : 0 < i \leq l \}.$$

I.e. with each sort symbol in $\text{Voc}(\mathcal{M})$, $\mathcal{M}$ associates a universe (i.e. a set) and with each relation symbol $R'$ in $\text{Voc}(\mathcal{M})$, $\mathcal{M}$ associates a relation (of rank $R'$ as indicated way above).

We call two models $\mathcal{M}$ and $\mathcal{N}$ similar if they have the same vocabulary, i.e. if $\text{Voc}(\mathcal{M}) = \text{Voc}(\mathcal{N})$.

Let $\text{Voc}'$, $\text{Voc}$ be two vocabularies. We say that $\text{Voc}'$ is a sub-vocabulary of $\text{Voc}$, in symbols $\text{Voc}' \subseteq \text{Voc}$, if the natural conditions $\text{Voc}'_0 \subseteq \text{Voc}_0$ and $\text{Voc}'_1 \subseteq \text{Voc}_1$ hold. Assume $\text{Voc}'$ is a sub-vocabulary of $\text{Voc}(\mathcal{M})$ for a model $\mathcal{M}$. Then the reduct $\mathcal{M} \upharpoonright \text{Voc}'$ of $\mathcal{M}$ to the sub-vocabulary $\text{Voc}'$ is defined as

$$\mathcal{M} \upharpoonright \text{Voc}' \overset{\text{def}}{=} \langle \mathcal{M}_0 \upharpoonright \text{Voc}'_0, \mathcal{M}_1 \upharpoonright \text{Voc}'_1 \rangle.$$

Let $\mathcal{M} = \langle U_0, \ldots, U_j; R_1, \ldots, R_l \rangle$ and $\mathcal{M}' = \langle U_0', \ldots, U_j'; R_1', \ldots, R_l' \rangle$ be similar models. By a homomorphism $h$ between $\mathcal{M}$ and $\mathcal{M}'$, in symbols $h : \mathcal{M} \rightarrow \mathcal{M}'$, we mean a system $\langle h_i : 0 \leq i \leq j \rangle$ of mappings $h_i : U_i \rightarrow U_i'$ such that for all $1 \leq k \leq l$, if $R_k$ is of sort $\langle U_{i_1}, \ldots, U_{i_n} \rangle$, then we have

($*$) $R(u_1, \ldots, u_n) \Rightarrow R'(h_1(u_1), \ldots, h_n(u_n))$

for all $u_1, \ldots, u_n \in \text{Uv}(\mathcal{M})$. We call $h$ one-to-one or injective (onto, or surjective) if all the $h_i$’s are one-to-one (onto), and the inverse of $h$ is $\langle h_i^{-1} : 0 \leq i \leq j \rangle$. As usual, an isomorphism between similar many-sorted structures is a one-to-one and onto homomorphism whose inverse is also a homomorphism. Recall that functions $f_i$ and constants $c_i$ are regarded as special relations, hence ($*$) above also applies to them.\footnote{And it requires e.g. $h_2(f(u)) = f'(h_1(u))$ if $f$ is a unary function of sort $\langle U_1, U_2 \rangle$ and $h_i(c) = c'$ if $c$ is a constant of sort $U_i$.}

Remark 4.3.2 (On the intuitive content of Convention 4.3.1 above) On a very intuitive informal level, one can think of a model $\mathcal{M}$ as a function associating objects with symbols. E.g. $\mathcal{M}$ associates $U_i^{\mathcal{M}}$ with the symbol $U_i$ and $R_i^{\mathcal{M}}$ to $R_i$. It is then a matter of notational convention that we write $U_i^{\mathcal{M}}$ for the value $\mathcal{M}(U_i)$ and $R_i^{\mathcal{M}}$ for $\mathcal{M}(R_i)$. Then the domain of the function $\mathcal{M}$ is the collection of those symbols which $\mathcal{M}$ can interpret. Hence, the domain of $\mathcal{M}$ is the same thing as its vocabulary.

If the best way (from the intuitive point of view) of thinking about a model is regarding it as a function, then why did we formalize the notion of a model as a pair of functions (instead of a single function)? The answer is that formally it is easier to handle models as pairs of functions, but intuitively we think of models as functions, we think of vocabularies as domains of these functions and we consider two models similar if they have the same domain when they are regarded as functions.\footnote{We do not claim that it is always the case that the best way of thinking about models is regarding them as functions. What we claim is that in many situations, e.g. in definability theory, this is a rather good way. In other situations it might be better to visualize a model as a set of objects equipped with some relations and functions.}

\end{document}
CONVENTION 4.3.3 Throughout, by a class $K$ of models we understand a class of similar models, i.e. we always assume $(\forall M, N \in K) \, \text{Voc}(M) = \text{Voc}(N)$. For any class $K$ of similar models, $\text{Voc}(K) = \text{Voc}K$ denotes the vocabulary of $K$, that is, the vocabulary of an arbitrary element of $K$.

A reduct $K^-$ of $K$ is obtained from $K$ by omitting a part of the vocabulary of $K$, i.e. $K^-$ is a reduct of $K$ iff $\text{Voc}(K^-) \subseteq \text{Voc}(K)$ and

$$K^- = \{ M \mid \text{Voc}(K^-) : M \in K \}.$$ 

Expansion is the opposite of reduct. $K^+$ is an expansion of the class $K$ iff $K$ is a reduct of $K^+$, i.e. $K^+$ is an expansion of $K$ iff $\text{Voc}(K^+) \supseteq \text{Voc}(K)$ and

$$K = \{ M \mid \text{Voc}(K) : M \in K^+ \}.$$ 

Note that forming expansions or reducts of a class $K$ is somehow uniform over the members of $K$. E.g. we forget the same symbols (relation symbols or sort symbols) from all models $M \in K$, when taking a reduct of $K$.

If $\text{Voc}$ is a vocabulary with $\text{Voc} \subseteq \text{Voc}(K)$, then we use the following abbreviation:

$$K \upharpoonright \text{Voc} \overset{\text{def}}{=} \{ M \mid \text{Voc} : M \in K \}.$$ 

Examples: $\text{FM}^- = \{ \mathcal{S}^M : M \in \text{FM} \}$ is a reduct of our class $\text{FM}$ of frame models. Let $L = \{ F : F$ is a field $\}$. Then $\{ \langle F; + \rangle : \langle F; +; \cdot, 0, 1 \rangle \in L \}$ is a reduct of $L$.

Intuitively, we think of $\text{Voc}(K)$ as a set of symbols where each symbol contains information about its nature, i.e. about whether it is a sort symbol or a relation symbol of a certain rank. Therefore, we will write $\text{Voc} \cap \text{Voc}'$ for $\langle \text{Voc}_0 \cap \text{Voc}'_0, \text{Voc}_1 \cap \text{Voc}'_1 \rangle$, similarly for $\text{Voc} \cup \text{Voc}'$, for $\text{Voc} \subseteq \text{Voc}'$ etc.

$\langle$ 

Before getting started, we emphasize that in order to define something over a model $M$ or over a class $K$ of models, first of all we need new symbols $R^\text{new}_i$, $U^\text{new}_i$ (with $i$ in some index set) not occurring in the language of $M$ or of $K$. (The new symbols may be relation symbols like $R^\text{new}_i$ or sort symbols $U^\text{new}_i$ or both.) What we will define then (using definability theory) will be the meanings of the new symbols in $M^+$ or $K^+$. Most of the time we will not talk about the new symbols like $R^\text{new}_i$ because we will identify them with the new relations like $(R^\text{new}_i)^{M^+}$ which they denote in the expansion $M^+$ of the model $M$. Our reason for identifying the “symbol” with the “object” it denotes is to simplify the discussion. However, occasionally it will be useful to remember that an expansion $M^+ = (M, R)$ of a model $M$ involves two new things not available in $M$, namely: a relation symbol and a relation denoted by this symbol (in $M^+$).
4.3.1 Implicit definability in many-sorted (first-order) logic

Let $\mathcal{M}$ be a many-sorted model. Assume $\mathcal{M}^+ = \langle \mathcal{M}, U^\text{new}; \bar{R}^\text{new} \rangle$ is an expansion of $\mathcal{M}$. We say that $\mathcal{M}^+$ is \textit{definable implicitly up to isomorphism} over $\mathcal{M}$ iff

for any model $\langle \mathcal{M}, U'; \bar{R}' \rangle \models \text{Th}(\mathcal{M}^+)$

(expanding $\mathcal{M}$) there is an isomorphism

$$(*) \quad h : \mathcal{M}^+ \xrightarrow{\sim} \langle \mathcal{M}, U'; \bar{R}' \rangle$$

such that $h$ is the \textit{identity} function on the sorts of $\mathcal{M}$ (i.e. for each sort $U_i$ of $\mathcal{M}$ we have $h \upharpoonright U_i = \text{Id} \upharpoonright U_i$).

$\mathcal{M}^+$ is said to be \textit{definable implicitly without taking reducts} over $\mathcal{M}$ if in addition to the above the isomorphism $h$ mentioned above is unique.

We say that $U^\text{new}, \bar{R}^\text{new}$ are definable implicitly over $\mathcal{M}$ if $\langle \mathcal{M}, U^\text{new}; \bar{R}^\text{new} \rangle$ is definable implicitly without taking reducts over $\mathcal{M}$. Informally we might say in such situations that the new sort $U^\text{new}$ is definable implicitly in $\mathcal{M}$ (but then $\bar{R}^\text{new}$ should be understood from the context, otherwise the definability claim is sort of under-specified).

In the above notion of definability, the \textit{set of formulas defining $U^\text{new}, \bar{R}^\text{new}$ implicitly over $\mathcal{M}$} is $\text{Th}(\mathcal{M}^+)$. Hence, $\text{Th}(\mathcal{M}^+)$ is called an \textit{implicit definition} of $U^\text{new}, \bar{R}^\text{new}$ over $\mathcal{M}$ if ($*$) above holds and the isomorphism $h$ is unique. Further, for any set $\Delta$ of formulas in the language of $\mathcal{M}^+$, $\Delta$ is called an \textit{implicit definition} of $U^\text{new}, \bar{R}^\text{new}$ over $\mathcal{M}$ if ($*$) above holds with $\Delta$ in place of $\text{Th}(\mathcal{M}^+)$ in such a way that $h$ is unique.$^{497}$

\textbf{Remark 4.3.4} The reader might feel that the above notion of (implicit) definability without taking reducts (of $\mathcal{M}^+$) is not strong enough and he might want to replace $h$ by the identity function (requiring $U^\text{new} = U'$, $\bar{R}^\text{new} = \bar{R}'$). However, we claim that the above notion is “best possible” because (i) it is reasonable to assume that the first-order definition of $\mathcal{M}^+$ (over $\mathcal{M}$) is included in $\text{Th}(\mathcal{M}^+)$ and (ii) \textit{any} isomorphic copy $\mathcal{M}' = \langle \mathcal{M}, U'; \bar{R}' \rangle$ of $\mathcal{M}^+$ will automatically validate $\text{Th}(\mathcal{M}^+)$ hence, in first-order logic we cannot define the new sort $U^\text{new}, \bar{R}^\text{new}$ any more closely than up to (a unique) isomorphism.$^{498}$

\textbf{⇔}

$\mathcal{M}^+ = \langle \mathcal{M}, U^\text{new}; \bar{R}^\text{new} \rangle$ is said to be \textit{definable implicitly with parameters} over $\mathcal{M}$ iff there are $s \in \omega$ and $\bar{p} \in {}^s U \nu(\mathcal{M})$ such that the expansion $\langle \mathcal{M}^+, \bar{p} \rangle$ is definable implicitly without taking reducts over the expansion $\langle \mathcal{M}, \bar{p} \rangle$.$^{499}$

\textbf{⇒}

$\Delta$ $\subseteq \text{Th}(\mathcal{M}^+)$ implies $\Delta \subseteq \text{Th}(\mathcal{M}^+, \bar{p})$.

\textbf{⇐}

If $\Delta \subseteq \text{Th}(\mathcal{M}^+, \bar{p})$ then $\Delta \subseteq \text{Th}(\mathcal{M}^+)$.

$^{497}$The set $\Delta$ of formulas which we call an implicit definition is called a “rigidly relatively categorical” theory in Hodges [130, p.645]. If $\Delta$ is an implicit definition up to isomorphism only, then it is called a “relatively categorical” theory on p.638 of [130] (§I.2.5 therein).

$^{498}$A possible way out of this would be if we required $\bar{R}^\text{new}$ to contain membership relations “$\in$” and projection functions $p_j$ (and then add some restrictions postulating e.g. that $\in$ and $p_j$ are the “real” set theoretic ones etc., cf. p.232 for the definition of the $p_j$'s). We will not do this because we feel that it would lead to too many complications without yielding enough benefits.

$^{499}$We use “definable implicitly” and “implicitly definable” as synonyms. I.e. we are flexible about word order.
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Let us turn to definability over classes of models. Let $\mathcal{K}$ be a class of models with $U_{\text{new}}$, $R_{\text{new}}$ in the language of $\mathcal{K}$. For $\mathcal{M} \in \mathcal{K}$ let $\mathcal{M}^- \subseteq \mathcal{M}$ be the reduct of $\mathcal{M}$ obtained by omitting (forgetting) $U_{\text{new}}$, $R_{\text{new}}$. Let

$$K^- := \{ \mathcal{M}^- : \mathcal{M} \in \mathcal{K} \}.$$ 

We ask ourselves when $\mathcal{K}$ is definable over $K^-$ or equivalently (but informally) when $U_{\text{new}}$, $R_{\text{new}}$ are definable over $K^-$. We say that the class $\mathcal{K}$ of models is \textit{definable implicitly without taking reducts} over $K^-$ iff there is a set $\Delta \subseteq \text{Th}(\mathcal{K})$ of formulas such that condition $(\ast \ast)$ below holds.

For every $\mathcal{M}, \mathcal{N} \in \text{Mod}(\Delta)$ similar to members of $\mathcal{K}$ and such that $\mathcal{M}^- = K^-$, there is a unique isomorphism $h : \mathcal{M} \cong \mathcal{N}$ which is the identity on the universes of $\mathcal{M}^-$. If the isomorphism $h$ is not necessarily unique then we say that $\mathcal{K}$ is \textit{definable implicitly up to isomorphism} over $K^-$. Informally, we say that the \textit{new sort} $U_{\text{new}}$ and $R_{\text{new}}$ are \textit{definable implicitly} over $K^-$ iff $\mathcal{K}$ as understood above is definable implicitly without taking reducts over $K^-$. When speaking about definability of $U_{\text{new}}$, $R_{\text{new}}$ over $K^-$, it should be clear from context how $\mathcal{K}$ is obtained from the data $K^-$ and $U_{\text{new}}$, $R_{\text{new}}$. If $(\ast \ast)$ holds, then $\Delta$ in $(\ast \ast)$ is called an \textit{implicit definition} of $\mathcal{K}$ over $K^-$. We leave it to the reader to generalize the above definitions to the case when we have arbitrary sequences $U_{\text{new}}$ and $R_{\text{new}}$ of new sorts and new relations. However, herein we restrict our attention to the case when there are finitely many new symbols (i.e. both $U_{\text{new}}$ and $R_{\text{new}}$ are finite sequences of sorts and relations respectively). The classical notion of definability of new relations (without new sorts) is obtained as a special case of our general notion by choosing $U_{\text{new}} = \emptyset$, i.e. $U_{\text{new}}$ is the empty sequence.

Let $\mathcal{K}$ and $\mathcal{L}$ be two classes of models, i.e. $\mathcal{L}$ is not necessarily a reduct of $\mathcal{K}$. We say that $\mathcal{K}$ \textit{is definable implicitly over $\mathcal{L}$} iff some expansion $\mathcal{K}^+$ of $\mathcal{K}$ is definable implicitly without taking reducts over $\mathcal{L}$. (In this case, $\mathcal{L}$ will be a reduct of $\mathcal{K}^+$, of course.)

We note that here we have to take seriously that our languages are finite, i.e. $\mathcal{K}^+$ has only finitely many new symbols that do not occur in $\mathcal{L}$. In this case we say that $\Delta$ is an \textit{implicit definition of $\mathcal{K}$ over $\mathcal{L}$} if $\Delta$ is an implicit definition of $\mathcal{K}^+$ over $\mathcal{L}$. Thus an implicit definition of $\mathcal{K}$ over $\mathcal{L}$ may contain symbols not occurring in $\mathcal{K}$.

We will apply the same convention for single models too, i.e. $\mathcal{M}$ \textit{is definable implicitly over $\mathcal{M}$} iff this holds for $\{\mathcal{M}\}$ and $\{\mathcal{M}\}$. We will sometimes abbreviate “implicitly definable without taking reducts” by “\textit{nr-implicitly definable}”, where “nr” stands for “taking no reducts”.

---

\textsuperscript{500} It would be more careful of us if we would call this new implicit definability (which permits taking reducts) weak implicit definability. This is so because when taking reducts then the uniqueness condition, cf. p.223, on isomorphisms may get lost.

\textsuperscript{501} Cf. Examples 4.3.9 (2).
Example 4.3.5 The new sort \( {^nF} \) together with the projection functions \( p_{j_i} : {^nF} \rightarrow F \) \((i < n)\), cf. p.232, are definable \( \text{nr} \)-implicitly over the class \( \text{FM} \) of our frame models.

Note that \((**)\) above is a straightforward generalization of \((*)\) on p.223. Therefore \( \mathcal{M}^+ \) is definable \( \text{nr} \)-implicitly over \( \mathcal{M} \) iff the class \( \{\mathcal{M}^+\} \) is definable \( \text{nr} \)-implicitly over the class \( \{\mathcal{M}\} \).

In situations like the one involving statement \((***)\) above, we also say that \( U^\text{new}, R^\text{new} \) are \emph{uniformly} definable (implicitly) over \( K^\text{-} \).\(^{502}\) The set \( \Delta \) of formulas is considered as a \emph{uniform (implicit) definition} of \( U^\text{new}, R^\text{new} \) over \( K^\text{-} \). Hence in the example above we can also say that \( {^nF} \) etc. are uniformly definable over \( \text{FM} \). We have not yet discussed \emph{non-uniform} definability which is also called “local” or “one-by-one” definability: We will discuss this notion below Examples 4.3.9, on p.230.

Although we began this sub-section with discussing definability over a single model \( \mathcal{M} \), the main emphasis in this work will be on definability over a class \( K \) of models such that \( K = \text{Mod}(\text{Th}(K)) \) i.e. such that \( K \) is axiomatizable in first-order logic.

We note that implicit definability without taking reducts of \( K \) over \( K^\text{-} \) is strictly stronger than implicit definability up to isomorphism. This remains so even if we assume that \( K \) and \( K^\text{-} \) are first-order axiomatizable classes of models. We leave the construction of a simple counterexample to the reader, but cf. Example 4.3.9(8) way below. For the connections between the various notions of definability we refer the reader to Figure 97 on p.270.

Remark 4.3.6 The following are intended to provide a kind of “intuitive” characterization of implicit definability without taking reducts of a class \( K \) of models over its reduct \( K^\text{-} \) (as was defined above).

(1) Assume \( K^\text{-} \) is a reduct of the class \( K \) (i.e. \( K^\text{-} \) is of the form \( \{\mathcal{M}^\text{-} : \mathcal{M} \in K\} \)).

Then \( K \) is definable implicitly over \( K^\text{-} \) without taking reducts iff (i)-(ii) below hold.

(i) \((\forall \mathcal{M} \in K)\mathcal{M} \) is definable \( \text{nr} \)-implicitly over its reduct \( \mathcal{M}^\text{-} \).

(ii) There is a single set \( \Delta \) of formulas such that for every \( \mathcal{M} \in K \), \( \Delta \) is an implicit definition of \( \mathcal{M} \) over \( \mathcal{M}^\text{-} \). In other words, not only each \( \mathcal{M} \) is \( \text{nr} \)-implicitly definable over \( \mathcal{M}^\text{-} \), but this defining can be done uniformly for the whole of \( K \).

(2) Further, assume \( K \) is implicitly definable without taking reducts over its reduct \( K^\text{-} \). Then the function

\[ \text{rd} \overset{\text{def}}{=} \{ \langle \mathcal{M}, \mathcal{M}^\text{-} \rangle : \mathcal{M} \in K \} \]

is a bijection up to isomorphism\(^{503}\)

\[ \text{rd} : K \rightarrow K^\text{-} \]

such that each \( \mathcal{M} \in K \) is definable \( \text{nr} \)-implicitly over \( \text{rd}(\mathcal{M}) \) and these definitions coincide for all choices of \( \mathcal{M} \).

---

\(^{502}\)We will explain soon, beginning with item 11 of Examples 4.3.9 (p.227), what aspect of the above situation we are referring to with the adjective “uniform” here.

\(^{503}\)I.e. \( \text{rd}(\mathcal{M}) = \text{rd}(\mathcal{M}) \Rightarrow \mathcal{M} \cong \mathcal{M} \). Roughly, something holds “up to isomorphism” iff it holds modulo identifying some of the isomorphic models.
Remark 4.3.7 (properties of “general” definability of classes) Assume $K$ is definable implicitly over $L$. Then (1)-(2) below hold.

(1) $K$ and $L$ agree on their common vocabulary, i.e.
\[
K \upharpoonright (\text{Voc}K \cap \text{Voc}L) = L \upharpoonright (\text{Voc}K \cap \text{Voc}L).
\]

(2) There is a surjective function $f : L \rightarrow K$ such that for all $M \in L$, $f(M)$ is implicitly definable over $M^{505}$; moreover the definition of $f(M)$ over $M$ is the same (set of formulas) for all choices of $M$.

$\blacksquare$

Now we turn to giving examples.

Examples 4.3.8 (Traditional, one-sorted examples)

1. Let $\text{PA}$ be the class of models of Peano’s Arithmetic, cf. any logic book, e.g. Monk [194] or Chang-Keisler [60] for $\text{PA}$. The operation symbols of $\text{PA}$ are $+, \cdot, 0, 1$. Consider the extra unary operation symbol “!” intended to denote the factorial. Let $\Delta_i$ be the set of the following two formulas

\[
!(0) = 1
\]

\[
\forall x[!(x + 1) = (x + 1)!].
\]

I.e. $\Delta_i = \{!(0) = 1, \forall x[!(x + 1) = (x + 1)!]\}$. We claim that $\Delta_i$ is a (correct) implicit definition of “!” over $\text{PA}$. (The proof is not easy but is available in almost any logic book.) The point in the above example is that $\text{PA}$ is an axiomatizable class and that $\Delta_i$ works over each member of $\text{PA}$. If we want an implicit definition over a single model instead of an axiomatizable class, that is easy:

2. Consider the model $\langle \omega, 0, \text{suc}, + \rangle^{506}$. Let $\Delta_+$ be the set of the following formulas:

\[
x + y = y + x
\]

\[
0 + x = x
\]

\[
x + \text{suc}(y) = \text{suc}(x + y).
\]

Now, $\Delta_+$ defines $+$ implicitly over the model $\langle \omega, 0, \text{suc} \rangle$. However, it is important to note that over the axiomatizable hull $\text{Mod}(\text{Th}(\langle \omega, 0, \text{suc} \rangle))$ of this model, $\Delta_+$ is not an implicit definition $^{507}$, and moreover addition is not nr-implicitly definable in $\text{Mod}(\text{Th}(\langle \omega, 0, \text{suc} \rangle))$.

This shows that nr-implicit definability over a single model is much weaker than nr-implicit definability over an axiomatizable class of models. (Since primarily we are interested in theories, and theories correspond to axiomatizable classes, we are more interested in definability over axiomatizable classes than over single models.)

3. Let $E = \{2 \cdot n : n \in \omega\}$ be the set of even numbers. Then $E$ as a unary relation is definable nr-implicitly over the model $\langle \omega, \text{suc} \rangle$.

---

$^{504}$ $f$ is a function only up to isomorphism, cf. AMN [18, footnote 941 on p.971] for more detail.

$^{505}$ I.e. there is an implicit definitional expansion $M^+$ of $M$ with $f(M)$ a reduct of $M^+$.

$^{506}$ Where $\text{suc} : \omega \rightarrow \omega$ is the usual successor function on $\omega$, i.e. $\text{suc}(n) = n + 1$ for all $n \in \omega$.

$^{507}$ I.e. it does not satisfy $\lll$ way above.
4. Let $\mathbb{B} \mathbb{A}_0$ be the class of Boolean algebras with “$\cap$”, “$\cup$”, 0, 1 as basic operations. Now, \[ \{ x \cap -x = 0, \ x \cup -x = 1 \} \] is an implicit definition of complementation over $\mathbb{B} \mathbb{A}_0$. This implicit definition, however, can easily be rearranged into the form of an explicit definition as follows\(^{508}\):

\[-(x) = y \iff [x \cap y = 0 \land x \cup y = 1].\]

5. As an exercise, it is useful to experiment with (i) defining the Boolean partial ordering “$\leq$” over $\mathbb{B} \mathbb{A}_0$, (ii) defining “$\cup$” over the basic operations “$\cap$, $\cap$” (and the same with the roles of “$\cap$” and “$\cap$” interchanged).

6. The model $\langle \omega, \leq \rangle$ is implicitly definable over $\langle \omega, 0, \text{suc} \rangle$, but it is not $\text{nr}$-implicitly definable because $\langle \omega, \leq \rangle$ is not an expansion of $\langle \omega, 0, \text{suc} \rangle$. If $\mathcal{M}^+ = (\mathcal{M}; \bar{R}^{\text{new}})$, i.e. if $\mathcal{M}^+$ does not contain new sorts, then $\mathcal{M}^+$ is $\text{nr}$-implicitly definable over $\mathcal{M}$ iff $\mathcal{M}^+$ is implicitly definable over $\mathcal{M}$. This is not necessarily true when $\mathcal{M}^+$ contains new sorts, too.

\(<\)

**Examples 4.3.9 (More advanced, many-sorted examples)**

1. Let $\mathfrak{F}$ be an ordered field. Then the two-sorted model $\langle \mathfrak{F}, \mathcal{P}(F); \in \rangle$ is not definable implicitly up to isomorphism over $\mathfrak{F}$. Hence it is not $\text{nr}$-implicitly definable, either.

   **Proof-idea:** Assume $|F| = \omega$. Then $|\mathcal{P}(F)| > \omega$. But by the downward Löwenheim-Skolem theorem $\langle \mathfrak{F}, \mathcal{P}(F); \in \rangle$ has an elementary submodel with each sort countable.

2. Let $\bar{R}$ be any countable sequence of relations defined on the sorts $F, \mathcal{P}(F)$ in example 1 above. Then

   $\langle \mathfrak{F}, \mathcal{P}(F); \in, \bar{R} \rangle$

   is not definable implicitly up to isomorphism over $\mathfrak{F}$.

   **Hint:** The reason remains the same as in example 1.

   This means that $\mathfrak{F}^+ \overset{\text{def}}{=} \langle \mathfrak{F}, \mathcal{P}(F); \in \rangle$ is not implicitly definable over $\mathfrak{F}$, either.

   However, there is an expansion $\mathfrak{F}^{++}$ of $\mathfrak{F}^+$ with uncountably many new relations such that $\mathfrak{F}^{++}$ is $\text{nr}$-implicitly definable over $\mathfrak{F}$. Indeed, let us take a new constant $c_x$ for each element $x$ of $F \cup \mathcal{P}(F)$. Then $\mathfrak{F}^{++} \overset{\text{def}}{=} \langle \mathfrak{F}, \mathcal{P}(F), \in, \langle c_x : x \in F \cup \mathcal{P}(F) \rangle \rangle$ is an $\text{nr}$-implicitly definable expansion of $\mathfrak{F}$. This shows the importance of allowing only finitely many relation symbols in our languages when defining implicit definability, cf. p.224.

3. Let $\mathbb{F}$ be a finite field. Then $\langle \mathbb{F}, \mathcal{P}(F); \in \rangle$ is definable $\text{nr}$-implicitly over $\mathbb{F}$. The same applies for any finite structure in place of $\mathbb{F}$.

   **Notation:** For any set $H$ and cardinal $\kappa$ we let $\mathcal{P}_\kappa(H)$ be the collection of those subsets of $H$ whose cardinality is smaller than $\kappa$. In particular, $\mathcal{P}_\omega(H)$ denotes the set of finite subsets of $H$.

4. Let $\mathfrak{A}$ be a (infinite) structure with universe $\mathcal{A}$. Then $\langle \mathfrak{A}, \mathcal{P}_i(A); \in \rangle$ is $\text{nr}$-implicitly definable over $\mathfrak{A}$ for any $i \in \omega$.

---

\(^{508}\) We have not discussed explicit definitions yet, but they will be discussed soon (beginning with §4.3.2 on p.230).
5. Let $\mathfrak{A} = \langle \omega, \leq \rangle$ be the set of natural numbers with the usual ordering. Then the expansion $\langle \mathfrak{A}, P_\omega(\omega); \in \rangle$ is $\text{nr}$-implicitly definable over $\mathfrak{A}$.

**Hint:** An implicit definition is the following set of formulas:

$$\{ \forall x_1 \ldots x_n \in \omega \exists y \in P_\omega(\omega) y = \{ x_1, \ldots, x_n \} : n \in \omega \} \cup$$

$$\{ \forall y \in P_\omega(\omega) \exists x \in \omega \forall z \in \omega (z \leq y \rightarrow z \leq x) \} \cup$$

$$\{ \forall y, z \in P_\omega(\omega) (y = z \leftrightarrow \forall x \in \omega (x \in y \leftrightarrow x \in z)) \}.$$

(In the above, $y = \{ x_1, \ldots, x_n \}$ abbreviates any formula with the intended meaning.)

As a contrast, we include the following example.

6. Consider the expansion $\langle \omega, P_\omega(\omega); \in \rangle$ of the “plain” structure $\langle \omega \rangle$. Then this structure (i.e. $\langle \omega, P_\omega(\omega); \in \rangle$) is not implicitly definable up to isomorphism over $\langle \omega \rangle$.

**Hint:** Take any countable elementary submodel $\mathfrak{B}$ of an ultrapower of $\langle \omega, P_\omega(\omega); \in \rangle$ which contains a “nonstandard” element in $P_\omega(\omega)$. Then the “$\omega$-part” of $\mathfrak{B}$ is isomorphic to $\langle \omega \rangle$, but $\mathfrak{B}$ is not isomorphic to $\langle \omega, P_\omega(\omega); \in \rangle$.

7. $\langle \omega, P_\omega(\omega); \text{suc}, \in \rangle$ is implicitly definable over $\langle \omega, \text{suc} \rangle$. We do not know whether it is $\text{nr}$-implicitly definable over $\langle \omega, \text{suc} \rangle$ or not. (We conjecture that the answer is in the negative.)

8. $\langle \mathfrak{A}, U^{\text{new}} \rangle$ is not implicitly definable up to isomorphism over $\mathfrak{A}$, for any structure $\mathfrak{A}$ and infinite set $U^{\text{new}}$. Here $U^{\text{new}}$ is a new sort, and there are no new relations. If $1 < |U^{\text{new}}| < \omega$, then $U^{\text{new}}$ is implicitly definable and implicitly definable up to isomorphism, but not implicitly definable without taking reducts. If $|U^{\text{new}}| \leq 1$, then $U^{\text{new}}$ is implicitly definable without taking reducts.

9. Let $\mathfrak{A}$ be any structure and let $\mathfrak{B}$ be any finite structure. Then $\langle \mathfrak{A}, \mathfrak{B} \rangle$ as a two-sorted structure is implicitly definable over $\mathfrak{A}$.

10. Let $\mathfrak{A}$ be a fixed structure. Consider

$$K = \{ \langle \mathfrak{A}; U^{\text{new}} \rangle : |U^{\text{new}}| < \omega \}.$$

Then $K$ is not $\text{nr}$-implicitly definable over $\{ \mathfrak{A} \}$ (not even up to isomorphism).

Reading the examples below is not necessary for understanding the rest of the present work. They are designed to illustrate the distinction between uniform and non-uniform definability.

11. For $k \in \omega$, let $\mathfrak{U}_k$ be the usual $k + 1$ element linear ordering $\mathfrak{U}_k = \langle \{ 0, \ldots, k \}, \leq \rangle$ where “$\leq$” is the usual ordering of the natural numbers. Recall from set theory that $\aleph_k$ is the $k$th infinite cardinal regarded as a special ordinal. E.g. $\aleph_0 = \omega$. Let

$$K := \{ \langle \aleph_k, \mathfrak{U}_k \rangle : k \in \omega \}$$

where $\langle U^{\text{new}}, P^{\text{new}} \rangle = \mathfrak{U}_k$. I.e. $K^-$ is obtained by forgetting the $\mathfrak{U}_k$-part. Then $K$ is not uniformly $\text{nr}$-implicitly definable over $K^-$ although for each $\mathfrak{M} \in K$, we have that $\mathfrak{M}$ is $\text{nr}$-implicitly definable over $\mathfrak{M}^-$, i.e. $\mathfrak{U}_k$ is $\text{nr}$-implicitly definable over $\langle \aleph_k \rangle$. 
12. The following is a generalization of item 11 above. Let $A_0, \ldots, A_k, \ldots$ ($k \in \omega$) be any $\omega$-sequence of elementarily equivalent one-sorted models.\(^{509}\) Let $\mathcal{U}_k$ be as in item 11 above.

$$K := \{ \langle A_k, \mathcal{U}_k \rangle : k \in \omega \}.$$  

Then $K$ is not uniformly $nr$-implicitly definable over $K^- = \{ A_k : k \in \omega \}$ while every $\mathcal{M} \in K$ is $nr$-implicitly definable over $\mathcal{M}^-$.  

**Hint:** The key idea can be formulated with using $\mathcal{A}_1, \mathcal{A}_2$ only. The rest of the $A_k$'s serve only as decoration. So, one starts with $\mathcal{A}_1 \equiv_{ee} \mathcal{A}_2$ and $^{510} |U_1| \neq |U_2|$ are finite. (Where $U_i$ is the universe of $\mathcal{U}_i$, similarly for $A_i$.) It is important to note that there are no inter-sort relations permitted here i.e. sort $A_i$ is isolated from sort $U_i$. Next, one uses the following property of many-sorted logic. Assume $\mathcal{A}, \mathcal{B}$ are two structures of disjoint languages. Consider the new many-sorted structure $\langle \mathcal{A}, \mathcal{B} \rangle$. We claim that $\text{Th}(\langle \mathcal{A}, \mathcal{B} \rangle) = \text{Th}(\mathcal{A}) \cup \text{Th}(\mathcal{B})$. The reason for this is the fact that an atomic formula $xRy$ belongs to a many-sorted language only if $x$ and $y$ are of the same sort. Hence e.g. $(\exists x \in U_0)(\exists y \in U_1) x \neq y$ is not a (many-sorted) formula.

The present example does not work for “implicitly definable” in place of “implicitly definable without taking reducts”.

Someone might think that the reason why the above counterexample works is that all elements of $K^-$ are elementarily equivalent. Below we show that this is not the case.

13. Let the language of $K^-$ consist of countably many constant symbols $c_0, \ldots, c_i, \ldots$ and just one sort. Let $\mathcal{U}_k$ ($k \in \omega$) be as in item 11 above.

$$K^- := \{ \langle U, c_i \rangle_{i \in \omega} : \text{the set } \{ i \in \omega : c_i = c_0 \} \text{ is finite and }$$  

$U$ is a set with $(\forall i \in \omega) c_i \in U \}$.  

$$K := \{ \langle U, c_i ; \mathcal{U}_k \rangle_{i \in \omega} : k = | \{ i \in \omega : c_i = c_0 \} | \text{ and } \langle U, c_i \rangle_{i \in \omega} \in K^- \}.$$

That is

$$K = \{ \langle \mathcal{M} ; \mathcal{U}_k \rangle : \mathcal{M} \in K^- \text{ and } k = | \{ i \in \omega : \text{in } \mathcal{M} \text{ we have } c_i = c_0 \} | \}.$$  

Now, $K$ is not uniformly $nr$-implicitly definable over $K^-$ while each concrete $\mathcal{M} \in K$ is $nr$-implicitly definable over $\mathcal{M}^-$, further

$$(\forall \mathcal{M}, \mathcal{N} \in K)[\mathcal{M}^\equiv_{ee} \mathcal{N}^\equiv_{ee} \Rightarrow \mathcal{M} \equiv_{ee} \mathcal{N}].$$

**Idea for a proof:**

Assume $\Delta = \text{Th}(K)$ defines $K$ implicitly over $K^-$ (up to isomorphisms). Then by using ultraproducts one can show that there is $\mathcal{N} = \langle U, c_i ; \mathcal{U}_2 \rangle_{i \in \omega} \in \text{Mod}(\Delta)$ such that $(\forall i > 0)(c_i = c_0 \text{ holds in } \mathcal{N})$. But clearly for $\mathcal{M} := \langle \mathcal{M}^- ; \mathcal{U}_1 \rangle$ we have $\mathcal{M}^- = \mathcal{M}^\equiv_{ee} \in K^-$ and $\mathcal{M} \in K$ hence by $\mathcal{M} \not\equiv_{ee} \mathcal{M}$ we conclude that $\Delta$ cannot be a definition of $K$.

---

509 I.e. $(\forall k \in \omega) \text{Th}(\mathcal{A}_0) = \text{Th}(\mathcal{A}_k)$.

510 Recall that $\equiv_{ee}$ denotes the binary relation of elementary equivalence defined between models.
4.3 DEFINABILITY IN MANY-SORTED LOGIC

The above three examples were designed to illustrate the difference between uniform (nr-implicit) definability and one-by-one (nr-implicit) definability where by the latter we understand the case when each $M \in K$ is definable over its reduct $M^r$ in $K^r$ (but these definitions might be different for different choices of $M$); in more detail: Let $K$ be a class of models with $U^\text{new}, R^\text{new}$ in the language of $K$. For $M \in K$ let $M^r$ be the reduct of $M$ obtained by omitting (forgetting) $U^\text{new}, R^\text{new}$. Let $K^r := \{ M^r : M \in K \}$. Then we say that $K$ is one-by-one nr-implicitly definable over $K^r$ iff each $M \in K$ is nr-implicitly definable over its reduct $M^r \in K^r$. Sometimes, informally we will use instead of one-by-one definability “non-uniform” or “local” definability as synonyms. We hope that the above three examples illustrate (the generally accepted opinion) that uniform definability is a more useful concept than one-by-one definability (when considering classes $K$ of models) and is closer to what one would intuitively understand under definability.

For completeness, we refer the interested reader to the distinction between the “local” and the “usual” versions of explicit definability described in Andréka-Németi-Sain [31] Definitions 55–56 (Beth definability properties) therein. We also note that most standard textbooks concentrate on uniform definability only and they do not mention what we call here one-by-one definability. We too will concentrate on uniform definability and unless otherwise specified, by definability we will always understand uniform definability.

Remark 4.3.10 A useful refinement of the notion of nr-implicit definability is finite nr-implicit definability. Assume $K$ and $K^r$ are as above statement (***) on p.224 (definition of nr-implicit definability). Assume $K$ is nr-implicitly definable over $K^r$. Then $K$ is said to be finitely nr-implicitly definable over $K^r$ iff there is a finite set $\Delta_0 \subseteq \text{Th}(K)$ of formulas such that $\Delta_0$ defines $K$ implicitly over $K^r$, i.e. (***) holds for $\Delta = \Delta_0$. In most of our concrete examples and applications we will have finite nr-implicit definability, but for simplicity we will write just “definability”.

To illustrate the importance of finite nr-implicit definability, consider the simple model $\langle \omega, \text{suc} \rangle$. There are continuum many different implicit definitions (involving one new relation symbol $R$) over this model while there are only countably many finite implicit definitions (and we will see that there are only countably many explicit definitions over this model). (This example cannot be generalized from a single model like $M = \langle \omega, \text{suc} \rangle$ to first-order-axiomatizable classes $K$ of models, assuming there are only finitely many sorts).\footnote{The reason for this is the following. In the above reasoning we heavily used the fact that every element of $\langle \omega, \text{suc} \rangle$ is definable “as a constant”. (Therefore infinite implicit definitions can be given by listing the elements of $R$ and the non-elements of $R$.) This does not remain true in $\text{Mod(Th}(\langle \omega, \text{suc} \rangle))$.}

4.3.2 Explicit definability in many-sorted (first-order) logic

So far we have discussed implicit definability which is a quite general notion of definability. Below we will turn to a special kind of implicit definability which we call explicit definability. Each explicit definition can be considered as an implicit definition. The other direction is not true however, there are implicit definitions which are not explicit definitions. (I.e. there is...
an implicit definition $\Delta$ which in its \textit{given form} is not an explicit definition.) In definability theory, the connection between explicit and implicit definitions is an important subject. We will return to this subject in §4.3.5. In particular, we will state a generalization of Beth’s theorem, saying that implicit definability is equivalent to explicit definability (even in our general framework where we allow definitions of new sorts, too [besides definitions of new relations], cf. Theorem 4.3.48 and Corollary 4.3.49 on p.268.

Explicit definability will turn out to be (i) a special case of implicit definability and (ii) a strong and useful concept e.g. in the following way. Assume $K = \text{Mod}(\text{Th}(K))$ and that $K^+$ is an expansion of $K$ which is explicitly definable over the class $\mathcal{K}$ of models. Then the theories $\text{Th}(K)$ and $\text{Th}(K^+)$ as well as the languages of $K$ and $K^+$ will be seen to be equivalent in a rather strong sense to be explained later, see Theorems 4.3.27 and 4.3.29 on p.245.

The key ingredients of explicit definability will be introduced in items (1)-(2.2) below. Then, on p.235, they will be combined into a description of what we mean by explicit definability. The generalization from definability over single models $\mathcal{M}$ to definability over classes $\mathcal{K}$ of models will be given on p.235.

\textit{Notation:} Assume $\mathcal{M}$ is a many-sorted model and that $\psi$ is a formula in the language of $\mathcal{M}$ such that all the free variables of $\psi$ belong to $x_0, \ldots, x_i, \ldots$. Assume $\bar{a} \in ^\omega Uv(\mathcal{M})$ and that the sort of $a_i$ coincides with the sort of the variable $x_i$, for every $i \in \omega$. Then

$$\mathcal{M} \models \psi[\bar{a}]$$

is the standard model theoretic notation for the statement that $\psi$ is true in $\mathcal{M}$ under the \textit{evaluation $\bar{a}$} of its free variables cf. e.g. Monk [194], Enderton [82], Chang-Keisler [60]. Sometimes we write $\mathcal{M} \models \psi[a_1, \ldots, a_n]$ in which case it is understood that the free variables of $\psi$ are among $x_1, \ldots, x_n$. The latter is often indicated by writing $\psi(x_1, \ldots, x_n)$ instead of $\psi$. I.e., if we write $\psi(x_1, \ldots, x_n)$ in place of $\psi$ then this means that while talking about the formula $\psi$ we want to indicate casually that the free variables of $\psi$ are among $x_1, \ldots, x_n$.

The following is also a standard notation from logic. Assume $\tau$ is a term. Then $\psi(x/\tau)$ denotes the formula obtained from $\psi$ by replacing all free occurrences of $x$ by $\tau$. Similarly for $\psi(x_1/\tau_1, \ldots, x_n/\tau_n)$. We could say that “$x/\tau$” is the “operator” of substituting $\tau$ for $x$. If $\psi(x)$ is a formula and $y$ is a variable (of the same sort as $x$), then $\psi(y)$ denotes $\psi(x/y)$; and similarly for a sequence $\bar{x}$ of variables.

Sometimes below we will write “definable” for “explicitly definable” to save space. Similarly, we write “definitional expansion” for “explicit definitional expansion”. In general, we will tend to omit the adjective “explicit”, because our primary interest will be explicit definability.

(1) \textbf{Explicit definability of relations and functions in $\mathcal{M}$}.

Let $\mathcal{M} = \langle U_0, \ldots, U_j; R_1, \ldots, R_t \rangle$ be a many-sorted model with universes or sorts $U_0, \ldots, U_j$, and relations $R_1, \ldots, R_t$. Let $R^{\text{new}} \subseteq U_{i_1} \times \ldots \times U_{i_m}$ be a (new) relation, with $i_1, \ldots, i_m \in (j+1)$. Now, $R^{\text{new}}$ is called \textit{(explicitly) definable} (as a relation) over $\mathcal{M}$ iff there is a formula $\psi(x_{i_1}, \ldots, x_{i_m})$ in the language of $\mathcal{M}$ such that

$$R^{\text{new}} = \{ (a_{i_1}, \ldots, a_{i_m}) \in U_{i_1} \times \ldots \times U_{i_m} : \mathcal{M} \models \psi[a_{i_1}, \ldots, a_{i_m}] \}.$$ 

Such definable relations can be added to $\mathcal{M}$ as new basic relations obtaining a(n explicit) \textit{definitional expansion} of $\mathcal{M}$ in the form

$$\mathcal{M}^+ := \langle U_0, \ldots, U_j; R_1, \ldots, R_t, R^{\text{new}} \rangle.$$
To make $\mathcal{M}^+$ “well defined” we have to add a new relation symbol to the language of $\mathcal{M}$ denoting $R^{\text{new}}$. The formula $R^{\text{new}}(\bar{x}) \leftrightarrow \psi(\bar{x})$ is called an (explicit) definition of $R^{\text{new}}$ (over $\mathcal{M}$). Notice that $\Delta = \{ R^{\text{new}}(\bar{x}) \leftrightarrow \psi(\bar{x}) \}$ is also a (implicit) definition of $\mathcal{M}^+$ over $\mathcal{M}$. We call $\Delta$ an explicit definition of type (1). If $\Delta$ is a definition of $\mathcal{M}'$ over $\mathcal{M}$, then we say that $\mathcal{M}'$ is obtained from $\mathcal{M}$ by step (1). Note that if $\mathcal{M}'$ is defined over $\mathcal{M}$ by $\Delta$, then $\mathcal{M}'$ is $\mathcal{M}^+$ above.

(2) Explicit definability of new sorts (i.e. universes) in $\mathcal{M}$.

Defining a new sort explicitly (in $\mathcal{M}$) takes a bit more care than defining a new relation. This is understandable, since now we want to define (or create) a new universe of entities (in terms of the old universes and old relations already available in $\mathcal{M}$) while defining a relation we defined only a new property of already existing entities (or of tuples of such entities) in $\mathcal{M}$. If we define a new relation, then this amounts to defining a new property of already existing entities. I.e. we remain on the same ontological level. In contrast, if we define new entities which “did not exist” before, then we go up to a higher ontological level.\footnote{In connection with defining new sorts, for completeness, we also refer e.g. to the definition of the “new” many-sorted structure $A^{\text{eq}}$ from the “old” structure $A$ in Hodges [130, p.151] (cf. also pp. 148, 212, 213 therein). Cf. also the definition of relative categoricity in Hodges [130] p.638 together with p.638 line 3 bottom up to p.639 line 9.}

If we want to define a new sort in $\mathcal{M}$, first of all we need a new sort-symbol, say $U^{\text{new}}$, which does not yet occur in the language of $\mathcal{M}$. If there is no danger of confusion then we will identify a sort-symbol like $U^{\text{new}}$ with the universe, say $(U^{\text{new}})^{\mathcal{M}^+}$, which it denotes in a model $\mathcal{M}^+$.

An explicit definition of a new sort, say $U^{\text{new}}$, describes the elements of $U^{\text{new}}$ as being constructed from “old” elements in a systematic, “tangible” and uniform way. More concretely, first we will introduce a few (basic constructions or) basic kinds of explicit definition and then “general” explicit definitions will be obtained by iterating these basic kinds. We will refer to the just mentioned basic kinds (of explicit definition) as basic steps of explicit definitions. Our basic steps for building up explicit definitions of new sorts are described in items (2.1), (2.2) below. Our choice of basic steps might look ad-hoc at first reading, but Theorem 4.3.48 at the end of this section will say that our selected few steps (i.e. examples of explicit definitions) cover (via iteration) all cases of implicit definitions (assuming there is a sort with more than one elements). We will return to a more careful discussion of the present issue of choosing our basic steps in Remark 4.3.53.

(2.1) The first way of defining a new sort $U^{\text{new}}$ in $\mathcal{M}$ explicitly.

The simplest way of defining a new sort $U^{\text{new}}$ in a model $\mathcal{M} = \langle U_0, \ldots, U_r; R_1, \ldots, R_l \rangle$ is the following. Let $R \in \{ R_1, \ldots, R_l \}$ be fixed. Assume $R$ is an $r$-ary relation, i.e. $R \subseteq \tau U^r(\mathcal{M})$. We want to postulate that $U^{\text{new}}$ coincides with $R$. So the first part of our definition of $U^{\text{new}}$ is the postulate:

$$U^{\text{new}} \overset{\text{def}}{=} R.$$ 

But, if we want to expand $\mathcal{M}$ with $U^{\text{new}}$ as a new sort obtaining something like

$$\mathcal{M}' := \langle U_0, \ldots, U_j, U^{\text{new}}, R_1, \ldots, R_l \rangle$$

then we need some new relations or functions connecting the new sort $U^{\text{new}}$ to the old ones $U_0, \ldots, U_j$. In our present case (of $U^{\text{new}} = R$) we use the projection functions $p_j : R \rightarrow U^r(\mathcal{M})$ with $i < r$. Formally,

$$p_j((a_0, \ldots, a_{i-1})) := a_i.$$
4.3.2  EXPLICIT DEFINABILITY IN MANY-SORTED LOGIC  

To identify the domain of $p_j$ we should write something like $p_j^R$, but for brevity we omit the superscript $R$. Now, the (explicit) definitional expansion of $\mathcal{M}$ obtained by the choice $U^{new} := R$ is

$$\mathcal{M}^+ := \langle U_0, \ldots, U_j, U^{new}; R_1, \ldots, R_t, p_{j_0}, \ldots, p_{j_{r-1}} \rangle = \langle \mathcal{M}, U^{new}; p_{j_i} \rangle_{i < r}.$$ 

We note that

$$\mathcal{M}^+ = \langle U_0, \ldots, U_j, R; R_1, \ldots, R_t, p_{j_i}^R \rangle_{i < r}.$$ 

If $x$ is a variable, then $(\exists!x)\psi(x)$ denotes the formula expressing that there is exactly one value for which $\psi$ holds, i.e. it denotes the formula $(\exists x)(\psi(x) \land (\forall z)[\psi(z) \rightarrow z = x])$. Let

$$\Delta \overset{\text{def}}{=} \{(\exists!u \in U^{new}) (p_{j_1}(u, x_1) \land \ldots \land p_{j_r}(u, x_r)) \leftrightarrow R(x_1, \ldots, x_r),$$

$$(\exists u \in U^{new}) (p_{j_1}(u, x_1) \land \ldots \land p_{j_r}(u, x_r)) \rightarrow R(x_1, \ldots, x_r),$$

$$(\forall u \in U^{new}) (\exists!x_i)p_{j_i}(u, x_i): 1 \leq i \leq r \}.$$ 

Then $\Delta$ is an implicit definition of $\mathcal{M}^+$ over $\mathcal{M}$. We call $\Delta$ an explicit definition of type (2.1). If $\Delta$ is a definition of $\mathcal{M}'$ over $\mathcal{M}$, then we say that $\mathcal{M}'$ is obtained from $\mathcal{M}$ by Step (2.1). Notice that if $\Delta$ is a definition of $\mathcal{M}'$ over $\mathcal{M}$, then $\mathcal{M}'$ is isomorphic to $\mathcal{M}^+$ above via an isomorphism which is identity on $\mathcal{M}$.

Remark 4.3.11  This second form of $\mathcal{M}^+$ might induce the (misleading) impression that $\mathcal{M}^+$ contains nothing new: it consists of a rearranged version of the old parts of $\mathcal{M}$. However, let us notice that as a first step we might define a new relation $R^{new}$ in $\mathcal{M}$ (in the style of item (1) above) obtaining

$$\mathcal{M}^+ := \langle U_0, \ldots, U_j; R_1, \ldots, R_t, R^{new} \rangle$$

and then we may define $U^{new} := R^{new}$ obtaining the definitional expansion

$$\mathcal{M}^{++} := \langle U_0, \ldots, U_j, U^{new}; R_1, \ldots, R^{new}, p_{j_i}^R \rangle_{i < r}$$

of $\mathcal{M}^+$. Now, we will postulate that a definitional expansion of a definitional expansion of $\mathcal{M}$ is called a definitional expansion of $\mathcal{M}$ again. Hence the above obtained $\mathcal{M}^{++}$ is a definitional expansion of the original $\mathcal{M}$. Using our abbreviation from p.219 we can write:

$$\langle \mathcal{M}, U^{new}; R^{new}; p_{j_i} \rangle_{i < r} := \mathcal{M}^{++}.$$ 

Now, if we do not want to have $R^{new}$ as a relation, we can take the reduct

$$\mathcal{M}^{+++} := \langle \mathcal{M}, U^{new}; p_{j_i} \rangle_{i < r}$$

by forgetting $R^{new}$ as a relation but not as a sort. We will call $\mathcal{M}^{+++}$ a generalized definitional expansion of $\mathcal{M}$ (cf. p.235).

\[5\] By the standard elimination of function symbols, $p_{j_i}(x) = y$ abbreviates $p_{j_i}(x, y)$, hence function symbols like $p_{j_i}$ can occur in atomic formulas only in the form $p_{j_i}(x) = y$.\[\]
Example 4.3.12 Let $F = \langle F, \ldots, \cdot \rangle$ be a field. We want to define the plane $F \times F$ over $F$ as a new sort expanding $F$. First we define the relation $R = F \times F$ by the formula $(x_0 = x_0 \land x_1 = x_1)$. Clearly, in $F$ this formula defines the relation $F \times F$. Then we expand $F$ with this as a new relation obtaining

$$F^+ = \langle F; +, \cdot, F \times F \rangle$$

where $F \times F$ is used as a relation interpreting the relation symbol $\text{Rel}_{F \times F}$. Now, in $F^+$ we define the new sort $U^{\text{new}} := F \times F$ together with the projection functions as indicated above, obtaining the model

$$F^{++} = \langle F, F \times F; +, \cdot, F \times F, p_{j_0}, p_{j_1} \rangle$$

where $p_{j_i} : F \times F \to F$. Now, we take a reduct of $F^{++}$ by forgetting the relation symbol $\text{Rel}_{F \times F}$, but not the sort $F \times F$. We obtain

$$F^{+++} = \langle F, F \times F; +, \cdot, p_{j_0}, p_{j_1} \rangle = \langle F, F \times F; p_{j_0}, p_{j_1} \rangle.$$ Clearly this model $F^{+++}$ is the expansion of the field $F$ with the plane $F \times F$ as a new sort as we wanted.

The above example shows that the usual expansion of $F$ with the plane as a new sort, is indeed a definitional expansion i.e. the plane as a new sort is (first-order) definable explicitly in $F$.

Similarly to the above example, $nF$ is first-order definable (explicitly) as a new sort in any frame model $M$. Later we will introduce uniform explicit definability over a class $K$ of models. Then we will see that $nF$ as a new sort is uniformly (explicitly) definable over the class of all frame models. (In defining $nF$ we use $p_{j_i} : nF \to F, i \in n$, the same way as we did in the case of $F^{+++}$.)

(2.2) The second way of defining a new sort $U^{\text{new}}$ in $M$ explicitly.

To define a new sort $U^{\text{new}}$ in a model $M = \langle U_0, \ldots, U_2; R_1, \ldots, R_l \rangle$ explicitly the second way, we begin by selecting an old sort $U := U_i$ and old relation $R := R_k$ ($i \leq j$, $0 < k \leq l$) in $M$. We proceed only if $R$ happens to be an equivalence relation over $U$ (i.e. if $R \subseteq U \times U$ etc.). We define the new sort to be the quotient set of $R$-equivalence classes of $U^{\text{new}}$

$$U^{\text{new}} := U/R.$$ Again, similarly to the case of $p_{j_i}$'s in item (2.1) above, we need a new relation connecting the new sort $U^{\text{new}}$ to the old ones. Now we choose the set theoretic membership relation

$$\in := \in_{U^{\text{new}}} := \in_{U \times U^{\text{new}}} := \{ \langle a, a/R \rangle : a \in U \}$$

acting between $U$ and $U/R$. Since $\in_{U^{\text{new}}} \subseteq U \times U^{\text{new}}$, this relation connects the new sort $U^{\text{new}}$ with the old one $U_i$. Let us notice that from the notation $\in_{U \times U^{\text{new}}}$ we may omit the first index obtaining the simpler notation $\in_{U^{\text{new}}}$ or we may omit both indices obtaining $\in$. The (explicit) definitional expansion of $M$ obtained by the choice $U^{\text{new}} = U_i/R_k$ is defined to be the model

$$M^+ = \langle U_0, \ldots, U_j, U^{\text{new}}; R_1, \ldots, R_l, \in_{U^{\text{new}}} \rangle = \langle U_0, \ldots, U_i, U_i/R_k; R_1, \ldots, R_l, \in \rangle = \langle M, U^{\text{new}}; \in_{U^{\text{new}}} \rangle = \langle M, U_i/R_k; \in_{U^{\text{new}}} \rangle.$$

Let

$$U/R := \{ a/R : a \in U \}$$

where $a/R := \{ b \in U : \langle a, b \rangle \in R \}$. I.e. $U/R$ is the set of all “blocks” of $R$, and $a/R$ is the “block” of $R$ $a$ is in.
\[ \Delta \overset{\text{def}}{=} \{ (\exists u \in U^{\text{new}})(\in (x, u) \land \in (y, u)) \leftrightarrow R(x, y), \\
[\in (x, u) \land \in (x, v)] \rightarrow u = v \}. \]

Then \( \Delta \) is an implicit definition of \( \mathcal{M}^{+} \) over \( \mathcal{M} \). We call \( \Delta \) an explicit definition of type (2.2). If \( \Delta \) is a definition of \( \mathcal{M}' \) over \( \mathcal{M} \), then we say that \( \mathcal{M}' \) is obtained from \( \mathcal{M} \) by Step (2.2). Notice that if \( \Delta \) is a definition of \( \mathcal{M}' \) over \( \mathcal{M} \), then \( \mathcal{M}' \) is isomorphic to \( \mathcal{M}^{+} \) above via an isomorphism which is identity on \( \mathcal{M} \).

\[ \ast \quad \ast \quad \ast \]

We are ready for defining our notion of explicit definability. We call a new sort or relation (explicitly) definable in \( \mathcal{M} \) iff it is definable by repeated applications of the steps described in items (1), (2.1), (2.2) above.

A model \( \mathcal{N} \) is called a definitional expansion of \( \mathcal{M} \) iff \( \mathcal{N} \) is obtained from \( \mathcal{M} \) by repeated applications of steps (1), (2.1), (2.2) above (involving finitely many steps only). An explicit definition of \( \mathcal{N} \) over \( \mathcal{M} \) is the union of the explicit definitions of type (1), (2.1), (2.2) involved in a sequence leading from \( \mathcal{M} \) to \( \mathcal{N} \). We call \( \Delta \) an explicit definition if \( \Delta \) is an explicit definition of some definitional expansion.

A model \( \mathcal{N} \) is called a generalized definitional expansion of \( \mathcal{M} \) iff (i), (ii) below hold.

(i) \( \mathcal{N} \) is a reduct of a definitional expansion, say \( \mathcal{M}^{+} \), of \( \mathcal{M} \).

(ii) \( \mathcal{N} \) is an expansion of \( \mathcal{M} \), i.e. \( \mathcal{M} \) is a reduct of \( \mathcal{N} \).

We call \( \mathcal{N} \) (explicitly) definable in \( \mathcal{M} \) iff item (i) above holds. If we want to indicate that we do not take a reduct while defining say \( \mathcal{M}^{+} \) from \( \mathcal{M} \) explicitly (i.e. that \( \mathcal{M}^{+} \) is obtainable by repeatedly applying steps (1), (2.1), (2.2) to \( \mathcal{M} \)) then we say that \( \mathcal{M}^{+} \) is explicitly definable in \( \mathcal{M} \) without taking reducts. Sometimes we write “definitional expansion without taking reducts” to emphasize that we mean definitional expansion and not generalized definitional expansion.

We emphasize that a precise statement claiming that \( U^{\text{new}} \) is definable as a new sort should also mention the relations and/or functions (of \( \mathcal{N} \)) connecting \( U^{\text{new}} \) to the original sorts of \( \mathcal{M} \). Examples of such “connecting relations” are \( p_{j} \) and \( \epsilon_{j}^{\text{new}} \) discussed above.

We note that explicit definability with parameters is completely analogous with implicit definability with parameters cf. p.223.

Let us turn to (explicit) definability over a class \( \mathcal{K} \) of models (instead of over a single model \( \mathcal{M} \)). We say that \( \mathcal{K} \) is a(n explicit) definitional expansion of its reduct \( \mathcal{K}^{-} \) if \( \mathcal{K} \) can be obtained from \( \mathcal{K}^{-} \) by (a finite sequence of) repeated (uniform) applications of the steps described in items (1), (2.1), (2.2) on pp.231–235. This is equivalent to saying that there is an explicit definition which defines \( \mathcal{K} \) over \( \mathcal{K}^{-} \) (as an implicit definition). In this case we also say that \( \mathcal{K} \) is (explicitly) definable over (or in) \( \mathcal{K}^{-} \) without taking reducts. We say that \( \mathcal{K} \) is a generalized definitional expansion of \( \mathcal{K}^{-} \) if \( \mathcal{K} \) is an expansion of \( \mathcal{K}^{-} \) and \( \mathcal{K} \) is a reduct of a definitional expansion of \( \mathcal{K}^{-} \). We say that \( \mathcal{K} \) is (explicitly) definable in \( \mathcal{L} \) if \( \mathcal{K} \) is a reduct of a definitional expansion of \( \mathcal{L} \).

This is completely analogous with the case of implicit definability. Uniform (explicit) definability and one-by-one (explicit) definability are obtained from the notion of (explicit) definability for single models the same way as their counterparts were obtained in the case of implicit definability, cf. pp. 225, 230.
Finally, we introduce one more notion of definability which we will call *rigid definability*. We will use this in our examples to come. About the importance of this notion see Theorem 4.3.31 on p.251.

Assume \( M^+ = (M, \bar{U}^{\text{new}}; \bar{R}^{\text{new}}) \) is an expansion of \( M \) (with new sorts and relations). We say that \( M^+ \) is (explicitly) rigidly definable over \( M \) if \( M^+ \) is definable in \( M \) and the identity is the only automorphism of \( M^+ \) which is the identity on \( M \). Informally, we will say that the new sorts and relations \( \bar{U}^{\text{new}}, \bar{R}^{\text{new}} \) are rigidly definable over \( M \) if \( (M; \bar{U}^{\text{new}}, \bar{R}^{\text{new}}) \) is rigidly definable over \( M \).

Further, \( K^+ \) is rigidly definable over \( K \) iff \( K^+ \) is a generalized definitional expansion of \( K \) and each \( M^+ \in K^+ \) is rigid (ly definable) over its \( K \)-reduct.

In our opinion, rigid definability is “just as good” as definability without taking reducts. In other words, we feel that if \( \bar{U}^{\text{new}} \) etc. are rigidly definable over \( K \) then \( \bar{U}^{\text{new}} \) etc. are almost as well determined by \( K \) (or describable in \( K \)) as if they were definable without taking reducts. We note that rigid definability seems to be perhaps, our most important (or most central) version of definability\(^{515}\) (cf. e.g. Theorem 4.3.29, Theorem 4.3.31 and Theorem 4.3.48).

**CONVENTION 4.3.13** Assume \( K^+ \) is a definitional expansion of \( K \). For \( M^+ \in K^+ \) the reduct \( M^+ \upharpoonright \text{Voc} K \) may have more than one definitional expansions in \( K^+ \). (However these expansions are isomorphic.) Therefore \( K \) may have several different definational expansions \( K^+ \) with the same set of defining formulas say \( \Delta \) which defines \( K^+ \) from \( K \). In such cases, of course we have \( IK^+ = IK^+ \). The largest such class is called a maximal definitional expansion of \( K \). Since most of the time we will be interested in classes of models closed under isomorphisms, sometimes, but not always, we will concentrate on maximal definitional expansions. There are important exceptions to this\(^{516}\), e.g. the class of two-sorted geometries\(^{517}\) is not closed under isomorphisms and despite of this we will say that it is a definitional expansion of the class of one-sorted geometries (in Tarski’s sense), under some conditions of course.

\[\triangledown\]

**Remark 4.3.14** (On isomorphism closure) In Convention 4.3.13 above, and in the definition of definitional equivalence “\( \equiv_{\Delta} \)” (p.255) way below, we are “navigating around” two different trends both present in the present work (i.e. we are trying to make the consequences of these two trends “consistent” with each other). These are the following.

**Trend 1.** When discussing definability over \( M \) or over \( K \), what we are really interested in is definability over \( IK(M) \) or \( IK \). More generally in the present work, most of the time, we tend to concentrate our attention to isomorphism-closed classes \( K = IK \) of models, moreover we are inclined to identify isomorphic models.

A motivation behind Trend 1 (i.e. isomorphism invariance) is that when discussing definability over a structure like \( M \), we want to regard \( M \) as an abstract structure (and not a concrete structure).\(^{518}\) Cf. also the note on p.137 on this and cf. Remark 4.2.5 on p.149.

\(^{515}\) Our definition of \( K^+ \) being explicitly definable over \( K \) is strongly related to the notion of \( K^+ \) being \( \text{\textquotedblleft coordinatisable over\textquotedblright} \) \( K \) as defined in Hodges [130, p.644], while \( K^+ \) is rigidly definable over \( K \) is strongly related to \( \text{\textquotedblleft coordinatised over\textquotedblright} \) as defined in [130] (same page). We will return to discussing this connection in the sub-section beginning on p.268.

\(^{516}\) i.e. to concentrating on maximal definitional expansions

\(^{517}\) in the sense of \( \langle \text{Points}, \text{Lines}; \in \rangle \), cf. p.274

\(^{518}\) Recall that a structure is called abstract if it is defined only up to isomorphism. I.e. when discussing an abstract structure we want to abstract from knowing what its elements are. (Since our foundation is set theory the elements of a structure \( \mathfrak{A} \) are sets whose elements are again sets etc. When regarding a structure as abstract, we want to disregard these details about the elements of the elements of our structure.)
**Trend 2.** For purely aesthetical reasons, some of our distinguished classes of models are not quite closed under isomorphisms. E.g. in the definition of our class FM of frame models we insisted that the relation $\in$ connecting $^nF$ and $G$ should be the real set theoretical membership relation.\footnote{This is so if we understand the definition of FM in accordance with Convention 2.1.3 on p.10. (Otherwise FM can be understood in such a way that it becomes closed under isomorphisms.)} This aesthetics motivated decision is the only reason why $FM \neq IFM$. Similarly in our two-sorted geometries of the kind $\langle Points, Lines; \in \rangle$ we insisted that $Lines \subseteq P(Points)$ and "$\in$" is the real set theoretic one. This is the only reason why our two-sorted geometries are not closed under isomorphisms.

If only Trend 1 were present then we could simplify much of the presentation in this subsection by discussing only isomorphism closed classes $K = IK$, $K^+ = IK^+$ etc. However, we cannot carry through this simplification because Trend 2 presents a "purely administrative" obstacle to it. We call this obstacle purely administrative because the decision behind Trend 2 is purely aesthetical (everything would go through smoothly if we worked with IFM in place of FM). As a consequence we do the following: On the intuitive level we tend to follow the simplifications suggested by Trend 1. At the same time, on the formal level we take Trend 2 into account in order to make our results (and definitions) applicable to classes like FM or to two-sorted geometries even when we take the formal details fully into account. Therefore on the formal level, we try to make sure that our definitions make sense (and mean what they should) even when $K \neq IK$. We suggest that the reader keep in mind the "intuitive level" (when we use only Trend 1 and replace FM by IFM etc.) and to treat the "formal level" as secondary, because this simplifies the picture without loosing any of the essential ideas.

We close sub-section 4.3.2 with some examples. As an application, we also will apply the just defined notions to the geometries we defined earlier in this chapter.

**Example 4.3.15 (Explicit definability of the rational numbers in the ring $Z$ of integers.)**

Let $Z = \langle Z; 0, 1, +, \cdot \rangle$ be the (usual) ring of integers. We will discuss how the set $Q$ of rationals is definable explicitly as a new sort in $Z$.\footnote{Although we promised, in §2, not to use the letter $Q$ for other purposes than denoting the "quantity"-sort of our frame language, in the examples of the present sub-section we make an exception (since here there is no danger of creating a confusion).} (Moreover with a little stretching of our terminology, we can say that the field $Q$ of rationals is definable in $Z$.) Here, the new functions connecting the new sort $Q$ to the old one $Z$ are (i) the ring-operations $+_Q$ and $\cdot_Q$ on the sort $Q$, and (ii) an injection $repr : Z \rightarrow Q$ representing the integers as rationals. The role of $repr$ is to tell us which member of sort $Z$ is considered to be equal with which member of the new sort $Q$. (Although the present "connecting-functions" do not coincide with our standard "explicit definability theoretical" ones $p_{j_i}$ and $\in$, we will see that they are first-order definable from the latter.)

Let us get started! We start out with $Z$. First we define

$$R = \{ \langle a, b \rangle : a, b \in Z, \ b \neq 0 \}$$

as a new relation, obtaining the expansion $\langle Z; R \rangle$. Then we define the new sort $U$ to be $R$ with projections $p_{j_0}, p_{j_1}$ and $\cdot$ for simplicity we forget $R$ as a relation (but we keep it as a sort named $U$). This yields the definitional expansion

$$Z^+ = \langle Z, U; 0, 1, +, \cdot, p_{j_0}, p_{j_1} \rangle = \langle Z, U; p_{j_0}, p_{j_1} \rangle$$
where \( p_{j_i} : U \rightarrow Z \) are the usual. Next, we define the equivalence relation \( \equiv \) on \( U \) as follows
\[
\langle a, b \rangle \equiv \langle c, d \rangle \iff a \cdot d = b \cdot c.
\]

Note, that it is this point where we need the operations \( p_{j_i} \), namely, “\( \langle a, b \rangle \)” is not an expression of our first-order language, but we can simulate it by using the projections as follows. We define \( \equiv \) by
\[
x \equiv y \iff p_{j_0}(x) \cdot p_{j_1}(y) = p_{j_1}(x) \cdot p_{j_0}(y),
\]
where \( x, y \) are of sort \( Q \). By using item (2.2) of our outline for definability, we define the new sort \( Q \) by \( Q := U / \equiv \) together with the usual membership relation \( \in \) connecting sort \( U \) with sort \( Q \).

Now, using the symbols \( \in, p_{j_0}, p_{j_1} \) one can define the operations \( +_Q, \cdot_Q, \text{repr} \) as follows.

Assume \( x \in Z \) and \( y \in Q \). Then
\[
\text{repr} (x) = y \iff (\exists z \in y) [p_{j_0}(z) = x \land p_{j_1}(z) = 1].
\]
Assume \( x, y, z \in Q \). Then
\[
x \cdot_Q y = z \iff (\exists z' \in x)(\exists y' \in y)(\exists z' \in z)
\]
\[
[p_{j_0}(x') \cdot p_{j_0}(y') = p_{j_0}(z') \land p_{j_1}(x') \cdot p_{j_1}(y') = p_{j_1}(z')].
\]

The rest is easy, hence we omit it.

The above shows that the structure
\[
Z^+ = \langle Z, Q; +_Q, \cdot_Q, \text{repr} \rangle
\]
is definable over \( Z^+ \) hence it is also definable over \( Z \).

In passing, we note that the above definitional expansion makes sense and remains first-order if instead of \( Z \) we start out with an arbitrary ring, say \( \mathfrak{A} \).

\[
\Box
\]

Examples 4.3.16 (Geometries over fields)

1. Let \( F \) be a field. Consider the geometric expansion
\[
G_F := \langle F, \text{Points}, \text{Lines}; p_{j_0}, p_{j_1}, \mathbf{E} \rangle
\]
of \( F \) where \( \text{Points} = F \times F \) and \( p_{j_i} : F \times F \rightarrow F \) and \( \mathbf{E} \subseteq \text{Points} \times \text{Lines} \) is the incidence relation (the usual way) and \( \text{Lines} \subseteq \mathcal{P}(\text{Points}) \) is the set of lines in the Euclidean sense.

Then \( G_F \) is rigidly definable over \( F \). See the Hint in Example 2 below.

2. With each field \( F \) let \( G_F \) be associated as in item 1 above. Then
\[
K^+ := \{ G_F : F \text{ is a field } \}
\]
is rigidly definable (explicitly) over the class \( K \) of fields.\(^{521}\)

\textbf{Hint:} First we define \( \text{Points} = F \times F \) (with \( p_{j_i} \)) as a new sort. Then we define
\[
R = \{ \langle p, q \rangle \in \text{Points} \times \text{Points} : p \neq q \},
\]
as a new relation. Then we define the new auxiliary sort \( U \) to be \( R \) with the new projections \( \overline{p_{j_i}} : R \rightarrow \text{Points} \) and we forget \( R \) as a relation (but we keep it as a sort named \( U \)). Then we define the equivalence relation \( \equiv \) on \( U \) by saying

\(^{521}\)From now on we will tend to omit "explicitly" since we agreed that definability automatically means explicit definability.
\[ \langle p, q \rangle \equiv \langle r, s \rangle \]
\[ \iff \]
\[(p, q, r, s \text{ are collinear in the Euclidean sense}).\]

Then we define the new sort \( \text{Lines} := U \equiv \langle \phi \rangle \) together with \( \in \subseteq U \times \text{Lines} \). From these data we define our final incidence relation \( E := E_{\text{Points}, \text{Lines}} \) the usual way.\(^{522}\)

\[ \hspace{1cm} \]

In the case of implicit definability we saw that uniform and one-by-one definability are wildly different. The example below is intended to demonstrate, for the case of explicit definability, the same kind of difference between uniform and one-by-one (explicit) definability. In this example we restricted ourselves to the most classical case: one sort only and the defined thing is a relation over the old sort. Besides providing explanation, this example was also designed to provide motivation for consistently sticking with the uniform versions of the kinds of definability we consider.

**Example 4.3.17** Let \( \omega = \langle \omega; 0, 1, +, \cdot \rangle \) be the usual standard model of Arithmetic. Let us choose \( R \subseteq \omega \) such that \( R \) is not explicitly definable even in higher-order logic over \( \omega \) (and even with parameters). Such an \( R \) exists.\(^{523}\) Let

\[ K := \{ \langle \omega, c, P \rangle : c \in \omega, P \subseteq \omega \text{ and } (c \in R \Rightarrow P = \{c\}) \text{ and } (c \notin R \Rightarrow P = \emptyset) \}. \]

Let \( K^- \) be the \( P \)-free reduct of \( K \) i.e.

\[ K^- := \{ \langle \omega, c \rangle : c \in \omega \}. \]

Claim: Each member \( M = \langle \omega; c, P \rangle \) of \( K \) is explicitly definable over its \( P \)-free reduct \( M^- = \langle \omega, c \rangle \). I.e. \( K \) is one-by-one explicitly definable over its reduct \( K^- \).

We will see that \( K \) is very far from being uniformly explicitly definable over \( K^- \). (Moreover \( K \) is far from being uniformly finitely implicitly definable.)

For \( n \in \omega \), we denote the constant-term \( \underbrace{1 + \ldots + 1}_{n\text{-times}} \) by \( \bar{n} \). Assume \( P \) is uniformly explicitly definable over \( K^- \). Then

\[ K \models [ P(x) \leftrightarrow \psi(c, x) ]. \]

\(^{522}\)I.e. \( p \in \ell \iff (\exists x \in \ell)[\overline{p}_{\ell}(x), \overline{p}_{\ell+1}(x), p \text{ are collinear as computed in } \mathbf{F}] \).

\(^{523}\)One can choose \( R \) to be so far from being computable that \( R \) is not even in the so-called Analytical Hierarchy cf. [44].
for some formula $\psi(x, y)$ in the language of $\omega$.

Now, for any $n \in \omega$ we have the following:

\[
\begin{align*}
    n \in R \Rightarrow & \quad [K] \models \bar{n} = c \rightarrow P(\bar{n}) \quad \text{hence} \\
    K^- & \models \bar{n} = c \rightarrow \psi(c, \bar{n}) \quad \text{hence} \\
    K^- & \models \bar{n} = c \rightarrow \psi(c, \bar{n}) \quad \text{hence} \\
    K^- & \models \bar{n} = c \rightarrow \psi(\bar{n}, \bar{n}) \quad \text{hence} \\
    \omega & \models \psi(\bar{n}, \bar{n})].
\end{align*}
\]

\[
\begin{align*}
    n \notin R \Rightarrow & \quad [K] \models \bar{n} = c \rightarrow \neg P(\bar{n}) \quad \text{moreover} \\
    K^- & \models \bar{n} = c \rightarrow P = \emptyset \quad \text{hence} \\
    K^- & \models \bar{n} = c \rightarrow \neg \psi(c, \bar{n}) \quad \text{hence} \\
    K^- & \models \bar{n} = c \rightarrow \neg \psi(\bar{n}, \bar{n}) \quad \text{hence} \\
    \omega & \models \neg \psi(\bar{n}, \bar{n})].
\end{align*}
\]

But then $\psi(x, x)$ explicitly defines $R(x)$ in $\omega$, which is a contradiction.

We have seen that while in $K^-$ the new relation $P$ is one-by-one explicitly definable (in other words locally explicitly definable), $P$ is very far from being uniformly explicitly definable over the same $K^-$. 

We hope that the above construction and proof explain why and how one-by-one definability is so much weaker than uniform definability. We also hope that the above example illustrates why most authors simply identify uniform definability with definability.

**Application: definability of the observer-independent geometries**

Now we turn to the issue of definability of the observer-independent geometries $\mathfrak{G}_\mathfrak{M}$ over the ("observational") frame models $\mathfrak{M}$, which has already been discussed in §4.2.2 and Remark 4.2.9 (p.153). The propositions and the theorems below serve to illuminate parts of Remark 4.2.9.

The following proposition says, roughly, that the set of points $Mn$, and our various kinds of lines $L_1, \ldots, L_2$ are definable over the "observational" models $\mathfrak{M}$.

**PROPOSITION 4.3.18** For every frame model $\mathfrak{M}$ let $\mathfrak{M}^+ := (\mathfrak{M}, Mn, \in_{Mn})$ be the expansion of $\mathfrak{M}$ with the set of events $Mn := \bigcup \{ \text{Rng}(w_m) : m \in \text{Obs} \}$ and the set theoretic membership relation $\in_{Mn} \subseteq B \times Mn$. Let

\[
FM^+ := \{ \mathfrak{M}^+ : \mathfrak{M} \in FM \}.
\]

Then (i) and (ii) below hold.

(i) $FM^+$ is rigidly definable over the class $FM$ of frame models.

---

524 This is so because $\psi(c, x)$ is in the language of $K^-$, which is the same as the language of $\omega$ expanded with a constant symbol $c$.

525 By $K \models \bar{n} \neq c$ (i.e. by $(\exists n \in K)Mn \models n = c$) and since under any evaluation of the variables (in a member of $K$) the value of the constant term $\bar{n}$ coincides with the element $n$ of $\omega$.

526 One-by-one definability is not only weaker than uniform definability, but also it is much less satisfactory from the point of view of re-capturing the intuitive idea of definability. In our opinion one-by-one definability does not capture the intuitive notion of definability while uniform definability does. (All the same, one-by-one definability is useful as a mathematical auxiliary concept.)
(ii) For every $\mathfrak{M}^+ \in \text{FM}^+$ let $\mathfrak{M}^{++} := \langle \mathfrak{M}^+, L; L^T, L^{Ph}, L^S, \in_L \rangle$ be the expansion of $\mathfrak{M}^+$, where $L^T, L^{Ph}, L^S, L$ are, respectively, the sets of time-like, photon-like, space-like, and all lines as defined in item 4 of Def.4.2.3(1); and $\in_L \subseteq \text{Mn} \times L$ is the membership (or equivalently the incidence) relation between points (elements of $\text{Mn}$) and lines. Then the class

$$\text{FM}^{++} := \{ \mathfrak{M}^{++} : \mathfrak{M}^+ \in \text{FM}^+ \}$$

is rigidly definable over the class $\text{FM}$ of frame models.

**Proof:**

**Proof of (i):** The new sort $^nF$ together with the projection functions are rigidly definable over $\text{FM}$, therefore we will pretend that $^nF$ is an old sort of $\text{FM}$. In defining $\text{FM}^+$ over $\text{FM}$ up to unique isomorphism, first we define

$$R := \{ \langle m, p \rangle \in B \times ^nF : m \in \text{Obs} \}$$

as a new relation. Then we define the new auxiliary sort $U$ to be $R$ together with $p_{j_0}, p_{j_1}$ and we forget $R$ as a relation (but we keep it as a sort named $U$). Then we define the equivalence relation $\equiv$ on $U$ by saying

$$\langle m, p \rangle \equiv \langle k, q \rangle \iff w_m(p) = w_k(q); \text{ formally:}$$

$$\langle m, p \rangle \equiv \langle k, q \rangle \iff (\forall b \in B) \ [W(m, p, b) \leftrightarrow W(k, q, b)];$$

while if we want to get rid of the notation “$\langle m, p \rangle$” we can write the following. Let $a, d \in U$. Then

$$a \equiv d \iff (\forall b \in B) \ [W(p_{j_0}(a), p_{j_1}(a), b) \leftrightarrow W(p_{j_0}(d), p_{j_1}(d), b)].$$

Then we define the new sort $\text{Mn} := U/\equiv$ together with $\in \subseteq U \times \text{Mn}$. From these data finally we define the “membership” relation $E_{\text{Mn}} \subseteq B \times \text{Mn}$ as follows. Let $b \in B$ and $e \in \text{Mn}$. Then

$$b \ E_{\text{Mn}} \ e \iff (\exists a \in e) \ W(p_{j_0}(a), p_{j_1}(a), b).$$

So far we have defined $\text{Mn}$ and $E_{\text{Mn}}$, hence all parts of (an isomorphic copy of) $\text{FM}^+$ have been defined (over $\text{FM}$). The “rigid-ness” (i.e., “uniqueness”) part of definability stated in (i) comes from the fact that the axiom of extensionality holds for $E_{\text{Mn}}$, i.e.,

$$\langle \forall e, e_1 \in \text{Mn} \rangle \ [e = e_1 \iff (\forall b \in B)(b \ E_{\text{Mn}} \ e \leftrightarrow b \ E_{\text{Mn}} \ e_1)].$$

**Proof of (ii):** By item (i) it is sufficient to prove that $\text{FM}^{++}$ is rigidly definable over $\text{FM}^+$. In defining $\text{FM}^{++}$ over $\text{FM}^+$ up to unique isomorphism, first we define

$$R := \{ \langle h, i \rangle \in B \times F : h \in \text{Obs} \cup \text{Ph}, i \in n, (h \notin \text{Obs} \Rightarrow i = 0) \}$$

as a new relation. Then we define the new auxiliary sort $U$ to be $R$ together with $p_{j_0}, p_{j_1}$ and we forget $R$ as a relation (but we keep it as a sort named $U$). Intuitively, the elements of $U$ will code the lines.\footnote{We code lines by elements of $U$ according to the following intuition. Photon-like lines and time-like lines are coded by $\langle h, 0 \rangle$ where $h$ is a photon or an observer (then $\langle h, 0 \rangle$ codes the life-line of $h$). Space-like lines are coded by an observer $h$ and an axis $\tilde{x}_i \ (i \neq 0)$ and the coded line is what $h$ sees on the $\tilde{x}_i$ axis i.e. it is $w_h[\tilde{x}_i]$.} We define a kind of incidence relation $E \subseteq \text{Mn} \times U$ as follows. Let $e \in \text{Mn}$ and $\ell \in U$. Then
4.3 DEFINABILITY IN MANY-SORTED LOGIC

\[ e \in E \ell \quad \overset{\text{def}}{\iff} \quad [p_{j_1}(\ell) = 0 \land p_{j_0}(\ell) \in \text{Mn } e] \lor \bigvee_{0 < i \in \text{En}} [p_{j_1}(\ell) = i \land (\exists q \in \bar{x}_i) (e = w_{p_{j_0}(\ell)}(q))]^{528}.\]

Then we define the equivalence relation \(\equiv\) on \(U\) as follows. Let \(\ell, \ell' \in U\). Then

\[ \ell \equiv \ell' \overset{\text{def}}{\iff} (\forall e \in \text{Mn}) (e \in E \ell \iff e \in E \ell'). \]

We define the sort \(L := U/\equiv\) together with the membership relation \(\in \subseteq U \times L\). Now, the “membership” (or incidence) relation \(e_L \subseteq \text{Mn} \times L\) is defined as follows. Let \(e \in \text{Mn}\) and \(\ell \in L\). Then

\[ e \in e_L \ell \overset{\text{def}}{\iff} (\exists \ell' \in \ell) e \in E \ell'. \]

Finally, the unary relations \(L^T, L^{Ph}, L^S\) on \(L\) are defined as

\[
\begin{align*}
L^T & := \{ \ell \in L : (\exists \ell' \in \ell) (p_{j_0}(\ell') \in \text{Obs} \land p_{j_1}(\ell') = 0) \}, \\
L^{Ph} & := \{ \ell \in L : (\exists \ell' \in \ell) (p_{j_0}(\ell') \in \text{Ph} \land p_{j_1}(\ell') = 0) \}, \\
L^S & := \{ \ell \in L : (\exists \ell' \in \ell) (p_{j_0}(\ell') \in \text{Obs} \land p_{j_1}(\ell') > 0) \}.
\end{align*}
\]

So far we have defined \(L, L^T, L^{Ph}, L^S\) and \(e_L\), hence all parts of (an isomorphic copy of) \(\text{FM}^{++}\) have been defined (over \(\text{FM}^+\)). The “rigid-ness” (i.e. “uniqueness”) part goes exactly as in the case of (i). \(\blacksquare\)

Our next proposition says, roughly, that the topology part \(T\) (of our geometries) is definable over the “observational” models \(M\).

**PROPOSITION 4.3.19** Let \(\text{FM}^+\) be as in Proposition 4.3.18 above. For every \(\mathcal{M}^+ \in \text{FM}^+\) let \(\langle \mathcal{M}^+, T_0; \in \rangle\) be the expansion of \(\mathcal{M}^+\) with the subbase

\[ T_0 = \{ S(e, \varepsilon) : e \in \text{Mn}, \ \varepsilon \in ^+ F \} \]

for the topology \(T\) (as defined in item 13 of Def.4.2.3(I)) and with the (standard) membership relation \(\in \subseteq \text{Mn} \times T_0\). Then the class

\[ \text{FM}^{++} := \{ \langle \mathcal{M}^+, T_0; \in \rangle : \mathcal{M}^+ \in \text{FM}^+ \} \]

is rigidly definable over the class \(\text{FM}\) of frame models. Roughly, this means that the (“heart” of the) topology part of our geometries associated with \(\text{FM}\) is also definable over \(\text{FM}\), but cf. the discussion in (***) of Remark 4.2.9 on p.155.

**Proof:** Let \(\text{FM}^+, \text{FM}^{++}\) be as above. By Prop.4.3.18(i) it is sufficient to prove that \(\text{FM}^{++}\) is rigidly definable over \(\text{FM}^+\). In defining \(\text{FM}^{++}\) over \(\text{FM}^+\) up to unique isomorphism, first we define the pseudo-metric \(g : \text{Mn} \times \text{Mn} \overset{\circ}{\rightarrow} F\) as a new relation as it was defined in item 12 of Def.4.2.3(I) (p.145). It can be checked that the just quoted definition of \(g\) can be translated into a first-order formula in the language of \(\text{FM}^+\). Then we define

\[ R := \{ \langle e, \varepsilon \rangle : e \in \text{Mn}, \ \varepsilon \in ^+ F \} \]

\[528\] We note that “\(e = w_{p_{j_0}(\ell)}(q)\)” is a formula since the following is a formula.

\[(\forall b \in B) [b \in e \iff W(p_{j_0}(\ell), q, b)].\]
as a new relation. Then we define the new auxiliary sort $U$ to be $R$ together with $p_{j_0}, p_{j_1}$ and we forget $R$ as a relation (but we keep it as a sort named $U$). Then we define the equivalence relation $\equiv$ on $U$ by saying

$$\langle e, \varepsilon \rangle \equiv (e_1, \varepsilon_1) \iff (\forall e_2 \in M_n) \left( g(e, e_2) < \varepsilon \iff g(e_1, e_2) < \varepsilon_1 \right).$$

(Of course one uses the projection functions $p_{j_0}, p_{j_1}$ to formalize the above definition of $\equiv$.)

Then, we define the new sort $T_0 := U/\equiv$ together with the membership relation $\varepsilon_{U,T_0} \subseteq U \times T_0$. Finally we define the “membership” relation $\varepsilon \subseteq M_n \times T_0$ as follows. Let $e \in M_n$, $A \in T_0$. Then

$$e \in A \iff (\exists a \in U) \left[ a \in U, A \land g(p_{j_0}(a), e) < p_{j_1}(a) \right].$$

So far we have defined $T_0$ and $\varepsilon$, hence all parts of (an isomorphic copy of) $FM^{++}$ have been defined (over $FM^+$). The “rigid-ness” (i.e. “uniqueness”) part goes exactly as in the case of Prop.4.3.18(i).

In connection with the following two propositions recall that alternative versions $\mathcal{T}'$ and $\mathcal{T}''$ of the topology part $\mathcal{T}$ of our geometries were defined in Def.4.2.30 (p.175). Further, $T_0'$ and $T_0''$ are subbases for $\mathcal{T}'$ and $\mathcal{T}''$, respectively, as defined in Def.4.2.30.

**PROPOSITION 4.3.20** Proposition 4.3.19 remains true if we replace $T_0$ by $T_0''$ in it, where $T_0''$ was defined in Def.4.2.30(ii).

We omit the easy proof.

Our next proposition says, roughly, that the topology part $\mathcal{T}'$ (of our geometries) is definable over the “observational” models $\mathfrak{M}$, assuming $\text{Bax}^{-} + \text{Ax}(\sqrt{\cdot})$.

**PROPOSITION 4.3.21**

(i) For every frame model $\mathfrak{M}$ let $\mathfrak{M}^+$ be defined as in Prop.4.3.18, i.e. $\mathfrak{M}^+ := \langle \mathfrak{M}, M_n; \varepsilon_{M_n} \rangle$. Further, let $\langle \mathfrak{M}^+, T_0'; \varepsilon \rangle$ be the expansion of $\mathfrak{M}^+$ with the subbase $T_0'$ for $\mathcal{T}'$, where $T_0'$ is defined in Def.4.2.30(i); and with the membership relation $\varepsilon \subseteq M_n \times T_0'$. Then the class

$$\text{Mod}(\text{Bax}^{-} + \text{Ax}(\sqrt{\cdot}))+ := \{ \langle \mathfrak{M}^+, T_0'; \varepsilon \rangle : \mathfrak{M} \in \text{Mod}(\text{Bax}^{-} + \text{Ax}(\sqrt{\cdot})) \}$$

is rigidly definable over the class $\text{Mod}(\text{Bax}^{-} + \text{Ax}(\sqrt{\cdot}))$.

(ii) Since in $\text{Bax}^{-} + \text{Ax}(\sqrt{\cdot})$ $T_0'$ is a base for our topology $\mathcal{T}'$, for all practical purposes (i) “means” that the topology $\mathcal{T}'$ is definable over these models (cf. (***)) on p.155).

We omit the proof, but we note that a proof can be obtained using Propositions 4.2.16 (p.161), 4.2.64 (p.208), cf. also Thm.4.2.35 (p.179) and the proof of Thm.4.2.33 (p.177).

Our next three theorems say, roughly, that our class $\text{Ge}(\text{Th})$ of relativistic geometries is definable over the corresponding class of observational models.$^{529}$

---

$^{529}$ These three theorems were stated as Theorem 4.2.40 in the previous subsection on p.182.
THEOREM 4.3.22 The class Ge(Th) is definable over the class Mod(Th), assuming that $n > 2$ and Th is a set of formulas in our frame language such that $Th \models \operatorname{Bax}^{\oplus} + \operatorname{Ax}(||) - + \operatorname{Ax}((\operatorname{Triv})^-) + \operatorname{Ax}(\text{diswind}) + \operatorname{Ax}(\sqrt{\cdot})$.

More precisely, instead of definability of the topology part $\mathcal{T}$ we claim definability of only a subbase $T_0$ for $\mathcal{T}$, together with $\in \subseteq M \times T_0$ of course.\footnote{Cf. the discussion of definability of $\mathcal{T}$ in (****) of Remark 4.2.9 on p.155.}

\textbf{Proof:} The theorem follows by Propositions 4.3.18 (p.240), 4.3.19 (p.242) and by Theorems 4.2.11 (p.158), 4.2.19 (p.163) and 4.2.22 (p.168). Cf. Remark 4.2.9 (p.153). \qed

Conjecture 4.3.23 We conjecture that in the above theorem $\operatorname{Ax}(\text{diswind})$ is needed (because we conjecture that $\bot_r$ is not first-order definable in $\operatorname{Mod}(Th \setminus \{\operatorname{Ax}(\text{diswind})\}) + \operatorname{Ax}$, where $Th$ is as in Thm.4.3.22 above and $\operatorname{Ax}$ is\footnote{For the relevance of $\operatorname{Ax}$ cf. Thm.4.3.38 (p.261). In brief, we will have to add $\operatorname{Ax}$ to $Th$ when proving the other direction, i.e. that $\operatorname{Mod}(Th)$ is also definable over $\operatorname{Ge}(Th)$.)} $\operatorname{Ax} \lor + \operatorname{Ax}(\text{ext}) + \operatorname{Ax}(\text{eqtime})$, cf. Figure 93.

Figure 93: We conjecture that $\operatorname{Ax}(\text{diswind})$ is needed in Thm.4.3.38, i.e. that without assuming $\operatorname{Ax}(\text{diswind})$ $\bot_r$ is not definable. (Hint: $\ell, \ell_1, \ldots \in L^{Ph}$, $\ell \bot_r \ell_1$ by closing $\bot_r$ up under limits; and $\ell \bot_r \ell_1 \Rightarrow \ell_2 \bot_r \ell_3 \Rightarrow \ell_4 \bot_r \ell_5 \Rightarrow \ldots$, by closing $\bot_r$ up under parallelism.)

The theorem below says that if in Thm.4.3.22 above $\operatorname{Basax}$ is assumed in place of $\operatorname{Bax}^{\oplus}$ then the assumptions $n > 2$, $\operatorname{Ax}(||)$ - and $\operatorname{Ax}(\text{diswind})$ are not needed.

THEOREM 4.3.24 The class Ge$(Th)$ is definable over the class $\operatorname{Mod}(Th)$, assuming that $Th$ is a set of formulas in our frame language such that $Th \models \operatorname{Basax} + \operatorname{Ax}((\operatorname{Triv})^-) + \operatorname{Ax}(\sqrt{\cdot})$.

(More precisely instead of definability of $\mathcal{T}$ we claim definability of $T_0$ only.)

\textbf{Proof:} The theorem follows by Propositions 4.3.18 (p.240), 4.3.19 (p.242) and by Theorems 4.2.11 (p.158), 4.2.21 (p.166). Cf. the proof of Thm.4.3.22 and Remark 4.2.9 (p.153). \qed

In connection with the next two theorems recall that Ge$(Th)$ and Ge$(Th)$ are alternative versions of Ge$(Th)$ and are introduced in Definition 4.2.39 (p.181).
4.3.3 Eliminability of defined concepts.

Notation 4.3.26 For a class $K$ of (many-sorted, similar) models, $Fm(K)$ denotes the set of formulas of the language of $K$. Hence $Th(K) \subseteq Fm(K)$. Sometimes we refer to $Fm(K)$ as the language of $K$.

THEOREM 4.3.27 (First translation theorem) Let $K$ and $K^+$ be two classes of (many-sorted) models. Assume that $K^+$ is a generalized expansion of $K$. Then there is a “natural” translation mapping

$$Tr : Fm(K^+) \rightarrow Fm(K)$$

having the following property (called preservation of meaning).

Assume $\psi(\bar{x}) \in Fm(K^+)$ is such that all its free variables (indicated as $\bar{x}$) belong to “old” sorts, i.e. to sorts of $K$. Then

$$(*) \quad K^+ \models [\psi(\bar{x}) \leftrightarrow Tr(\psi)(\bar{x})].$$

Further, for all $\psi \in Fm(K^+)$

$$K^+ \models \psi \iff K \models Tr(\psi).$$

Moreover, $Tr$ is very simple (transparent) from the computational point of view, e.g. it is Turing-computable in linear time.

---

532 Cf. Prop. 4.3.21(ii) in connection with definability of $T'$ in $Ge''(Th)$.

533 According to our philosophy, $Fm(K)$ is the language, while the system of basic symbols (like relation symbols, sort symbols etc.) is the vocabulary of this language, cf. Convention 4.3.1 on p.220. We note this because some logic books use the word “language” for what we call the vocabulary (of a language or a model).

534 The existence of such a translation mapping $Tr$ is often called in the literature “uniform reduction property”, cf. Hodges [130, p.640]. A result of Pillay and Shelah is that for first order axiomatizable classes implicit definability without taking reducts implies the reduction property, cf. [213]. Cf. also Lemma 12.5.1 in Hodges [130, p.641].

535 A symbol (e.g. a sort) is called old if it is available already in $K$ (and not only in $K^+$).
Theorem 4.3.27 follows from the stronger Theorem 4.3.29 (and its proof) to be stated soon, so we do not prove it here.

**COROLLARY 4.3.28** Let $K$ and $K^+$ be classes of one-sorted models such that the name of their sorts agree. Then $K$ is definable in $K^+$ in the classical sense, i.e. such that we allow only step (1) in the definitions iff $K$ is definable in $K^+$ in the new many-sorted sense, i.e. such that we allow the use of steps (1) - (2.2). In other words, the possibility of defining new universes (and then forgetting them) does not create new definitional expansions among one-sorted models.

Before stating the stronger version of Theorem 4.3.27, let us ask ourselves in what sense $Tr$ in Thm.4.3.27 preserves the meanings of formulas. To answer this question, let us notice that the conclusion of Theorem 4.3.27 implies (i) and (ii) below.

(i) $\psi$ and $Tr(\psi)$ have the same free variables $\bar{x}$, and in some intuitive sense they say the same thing about these variables $\bar{x}$.

(ii) Let $\mathcal{M} \in K^+$, $\mathcal{M}^-$ be the reduct of $\mathcal{M}$ in $K$ and let $\bar{a}$ be a sequence of members of $U\mathcal{V}(\mathcal{M}^-)$ matching the sorts of $\bar{x}$. In other words $\bar{a}$ is an evaluation of the variables $\bar{x}$. Then

$$\mathcal{M} \models \psi[\bar{a}] \iff \mathcal{M}^- \models (Tr(\psi))[\bar{a}]$$

cf. the notation on p.231. Intuitively, *whatever can be said about* some “old” elements $\bar{a}$ in a model $\mathcal{M}$ in $K^+$, *it can be said* (about the same elements $\bar{a}$) *already* in the “old” model $\mathcal{M}^-$ (in $K$). This will be generalized to “new” elements also (i.e. to arbitrary elements), in our next theorem.

Recall that $K$ is a reduct of $K^+$. In some sense (i) and (ii) above mean that the poorer class $K$ and the richer class $K^+$ of models are equivalent from the point of view of expressive power of language. So, the “language + theory” of $K^+$ is equivalent to the “language + theory” of $K$ in means of expression. Therefore, on some level of abstraction, we may consider the languages of $K$ and $K^+$ to be the same except that they choose different “basic vocabularies” for representing this language. (In passing we note that a stronger form of this kind of sameness will appear in the form of definitional equivalence $\equiv_\Delta$, cf. beginning with p.255 (and the figure on p.260).)

**Generalization of Theorem 4.3.27 to permitting free variables of new sorts to occur in $\psi$ and $Tr(\psi)$**

Let us turn to discussing the restriction in Theorem 4.3.27 which says (in statement ($\ast$)) that the free variables of $\psi$ belong to the sorts of $K$. The theorem does admit a generalization which is without this restriction on the free variables. This will be stated in Theorem 4.3.29 below. But then two things happen discussed in items (I), (II) below.

(I) Consider the process of defining $K^+$ over $K$ as a sequence of steps (as described on p.235). Assume that a relation like $p_j$ or $e_U$ connecting a new sort to an old one is introduced in one step and then is forgotten at the (last) reduct step. Then we call the relation (e.g. $p_j$) in question an auxiliary relation of the definition of $K^+$ over $K$. Now, for the generalization of Theorem 4.3.27 we have in mind, we have to assume that all

---

536 i.e. $K$ and $K^+$
auxiliary relations (of the definition of $K^+$) remain definable in $K^+$. We will formulate this condition as “$K^+$ and $K$ have a common (explicit) definitional expansion (without taking reducts)”.

That $K^+$ and $K$ have a common definitional expansion expresses that $K^+$ is definable over $K$ with recoverable auxiliaries because of the following. Assume that $K^{++}$ is a common definitional expansion of $K^+$ and of $K$. Then $K^+$ is a reduct of $K^{++}$ which is a definitional expansion of $K$, hence $K^+$ is definable in $K$. Also, all the relations and sorts that get forgotten in the reduct-forming from $K^{++}$ to $K^+$ are definable in $K^+$ since $K^{++}$ is a definitional expansion of $K^+$.

(II) The formulation of the theorem gets somewhat complicated. Intuitively, the generalized theorem says that all new objects\footnote{By objects we mean elements of some sort.} can be represented as equivalence classes of tuples of old objects, and then (using this representation) whatever can be said about elements of $U\nu(M)$ in an expanded model $M \in K^+$ can be already said in the reduct $M^- \in K$ of $M$. This intuitive statement is intended to serve as a generalization the text below item (ii) in the discussion of the intuitive meaning of Theorem 4.3.27 (presented immediately below Theorem 4.3.27). Cf. Figure 94.

\textbf{Notation:} $\text{Var}(U_i)$ denotes the (infinite) set of variables of sort $U_i$ (where $U_i$ is treated as a sort symbol or equivalently $U_i$ is the name of one of the universes of the models in $K^+$).

\textbf{THEOREM 4.3.29 (Second translation theorem)} Assume $K$ is a reduct of $K^+$ and $K$ and $K^+$ have a common definitional expansion (without taking reducts). This holds e.g. whenever $K^+$ is a definitional expansion of $K$. Assume $U_1^{new}, \ldots, U_k^{new}$ are the new sorts.\footnote{I.e. they are available in $K^+$ but not in $K$.} Then there is a translation mapping

$$\text{Tr} : \text{Fm}(K^+) \rightarrow \text{Fm}(K)$$

for which the following hold. For each $U_i^{new}$ there is a formula $\text{code}_i(x, \bar{x}) \in \text{Fm}(K^+)$ such that the following 1-2 hold.

1. $x \in \text{Var}(U_i^{new})$ and $\bar{x}$ is a sequence of variables of old sorts.

2. (a)-(c) below hold.

   (a) $K^+ \models \forall x \exists \bar{\bar{x}} \text{ code}_i(x, \bar{x})$, \footnote{Note that here “$\forall x$ means “$\forall x \in U_i^{new}$” automatically since we know that $x$ is of sort $U_i^{new}$ (as a variable symbol of the language of $K^+$).}

   (b) $K^+ \models [\text{code}_i(x, \bar{x}) \land \text{code}_i(y, \bar{\bar{x}})] \rightarrow x = y$, where $y \in \text{Var}(U_i^{new})$. \footnote{Note that items (a), (b) mean that $\text{code}_i$ represents an unambiguous coding of elements of $U_i^{new}$ with equivalence classes of tuples of elements of old sorts, cf. (II) preceding the statement of the theorem and the text immediately below the theorem.}

   (c) Our translation mapping\footnote{fixed at the beginning of the formulation of the present theorem}

   $$\text{Tr} : \text{Fm}(K^+) \rightarrow \text{Fm}(K)$$
satisfies the following stronger property of meaning preservation. Assume $\psi(y, z) \in \text{Fm}(K^+)$ is such that $y \in \text{Var}(U_i^{\text{new}})$ and $z$ is (a sequence of variables) of old sorts such that the variables in $z$ are distinct from those occurring in $\bar{y}$. Then

$$K^+ \models \text{code}_i(y, \bar{y}) \rightarrow [\psi(y, z) \leftrightarrow (\text{Tr}(\psi))(\bar{y}, \bar{z})].$$

Intuitively, whatever is said by $\psi$ about $y$ and $z$, the same is said by the translated formula $\text{Tr}(\psi)$ about the code $\bar{y}$ of $y$ and $\bar{z}$. The case when $\psi$ contains an arbitrary sequence, say $\bar{y}$, of variables of various new sorts is a straightforward generalization and is left to the reader.

Figure 94: Illustration for the second translation theorem (Thm.4.3.29). Whatever can be said of a new element in $\mathfrak{M}^+$ can be said of its “code” in the old model $\mathfrak{M}$. (In the Figure, the codes of the new elements have length 1.)

We note that the intuitive meaning of “$\text{code}_i(x, \bar{y})$” is “$\bar{y}$ codes $x$”. Property (b) then says that “$\bar{y}$ codes only one element”, property (a) says that “every new element has a code”, and property (c) then tells us that “whatever can be said of a new element $x$ in the new language, can be said of any of its codes $\bar{y}$ in the old language”, cf. (II) before the statement of Theorem 4.3.29 and Figure 94.

Proof:
(I) The case of step (2.1): Assume that $K^+$ is obtained from $K$ by applying step (2.1) so that we defined $U_{\text{new}} \overset{\text{def}}{=} R$ where $R$ is an old $r$-ary relation. For simplicity we assume $r = 2$ and $R \subseteq U_0 \times U_1$ where $U_0, U_1$ are old sorts. Then the new symbols (in $K^+$) are $U_{\text{new}}$ and $p_{j_0}, p_{j_1}$. We want to represent objects (variables) of sort $U_{\text{new}}$ with pairs of objects of (“old”) sorts. To this end, we fix an injective function

$$\text{rep} : \text{Var}(U_{\text{new}}) \leftrightarrow \text{Var}(U_0) \times \text{Var}(U_1)$$

such that the values $\text{rep}(x)_i$ of $\text{rep}$ are all distinct.$^{543}$ For simplicity, we will denote $\text{rep}(x)_i$ by $x_i$. We also assume that $x_0, x_1$ do not occur in the formulas to be translated.

$^{542}$stronger than in Theorem 4.3.27

$^{543}$rep$(x) = \langle \text{rep}(x)_0, \text{rep}(x)_1 \rangle$; and $\text{rep}(x)_i = \text{rep}(y)_j$ iff $\langle x, i \rangle = \langle y, j \rangle$. 
Now, we define $\text{Tr}$ by recursion as follows.

- $\text{Tr}(\exists x \in U^{\text{new}})\psi := (\exists x_0 \in U_0, x_1 \in U_1)[R(x_0, x_1) \land \text{Tr}(\psi)];$ if $x \in \text{Var}(U^{\text{new}});$ 
- $\text{Tr}(\exists y)\psi := (\exists y)\text{Tr}(\psi);$ if $y$ is a variable of old sort; 
- $\text{Tr}(\lnot \psi) := \lnot \text{Tr}(\psi), \quad \text{Tr}(\psi \land \varphi) := \text{Tr}(\psi) \land \text{Tr}(\varphi);$ 
- $\text{Tr}(x = y) := (x_0 = y_0 \land x_1 = y_1),$ for any $x, y \in \text{Var}(U^{\text{new}});$ 

for any other atomic formula $\psi,$ $\text{Tr}(\psi)$ is obtained from $\psi$ by replacing each occurrence of $p_j(x)$ with $x_i$ (i.e., with rep$(x)_i$) in $\psi$ for every variable $x \in \text{Var}(U^{\text{new}})$ and $i \in 2,$ i.e. $\text{Tr}(\psi) := \psi(p_j(x)/x_i)_{x \in \text{Var}(U^{\text{new}}), i < 2}.$

We introduce the formula $\text{code}(x, x_0, x_1)$ (saying explicitly that the values of $x_0, x_1$ form really the code of the value of $x$) as follows:

$$\text{code}(x, x_0, x_1) \iff \left[ x_0 = p_j(x) \land x_1 = p_j(x) \land R(x_0, x_1) \right].$$

Now, it is not difficult to check that $\text{Tr} : Fm(K^+) \rightarrow Fm(K)$ is well defined, and (a)-(c) in the statement of Theorem 4.3.29 hold.

(II) The case of step (2.2): Assume that $K^+$ is obtained from $K$ by applying step (2.2) so that the only new symbols (in $K^+$) are $U^{\text{new}} = U/R$ and $\in,$ where $U$ is an (old) sort of $K,$ and $R(x, y) \in Fm(K)$ where $x, y$ are variables of sort $U.$

We fix an injective function

$$\text{rep} : \text{Var}(U^{\text{new}}) \rightarrow \text{Var}(U)$$

and we denote $\text{rep}(x)$ by $\underline{x}.$ So $\underline{x} \in \text{Var}(U)$ if $x \in \text{Var}(U^{\text{new}}).$ As before, we assume that the variables $\underline{x}$ do not occur in the formulas to be translated.

Now, we define $\text{Tr}$ by recursion as follows.

- $\text{Tr}(\exists x \in U^{\text{new}})\psi := (\exists \underline{x} \in U)\text{Tr}(\psi);$ if $x \in \text{Var}(U^{\text{new}});$ 
- $\text{Tr}(\exists y)\psi := (\exists \underline{y})\text{Tr}(\psi);$ if $y$ is a variable of old sort; 
- $\text{Tr}(\lnot \psi) := \lnot \text{Tr}(\psi), \quad \text{Tr}(\psi \land \varphi) := \text{Tr}(\psi) \land \text{Tr}(\varphi);$ 
- $\text{Tr}(x = y) := R(\underline{x}, \underline{y}),$ where $x, y \in \text{Var}(U^{\text{new}});$ 
- $\text{Tr}(\in(z, x)) := R(\underline{z}, \underline{x})$ and $\text{Tr}(\psi) := \psi;$ for any other atomic formula $\psi$ with no variables of new sort.

We introduce the formula $\text{code}(x, \underline{x})$ as follows:

$$\text{code}(x, \underline{x}) \iff \in(\underline{x}, x).$$

Now, it is not difficult to check that $\text{Tr} : Fm(K^+) \rightarrow Fm(K)$ is well defined, and (a)-(c) in the statement of Theorem 4.3.29 hold.

(III) The case of explicit definability without taking reducts: If $K^+$ is obtained from $K$ by step (1) then we have an obvious translation with all the good properties known from classical definability theory.$^{544}$

$^{544}$In the case of step (1), “code” is not needed because there are no new sorts involved. Hence (if we want to preserve uniformity of the steps) we can choose code$(x, y)$ to be $x = y.$
By this we have covered all the steps (i.e. (1)-(2.2)) which might occur in an explicit definition. I.e. we defined code, Tr to all three kinds of “one-step” explicit definitions represented by items (1)-(2.2).

Assume now that $K^+$ is explicitly defined over $K$ without taking reducts. Now, the definition of $K^+$ is a finite sequence of steps with each step using one of items (1), (2.1), (2.2). Hence by the above, we have a meaning preserving translation mapping $Tr_k$ for the $k$’th step for each number

$$k < n := \text{“number of steps in the definition of } K^+\text{”}.$$ 

Besides $Tr_k$ we also have a formula $\text{code}_k$ for each number $k$. Also for each $Tr_k$ we have that (a)-(c) in the statement of Theorem 4.3.29 hold. But then we can take the composition $Tr := Tr_1 \circ Tr_2 \circ \ldots \circ Tr_n$ of these meaning preserving functions, and then the composition too will be meaning preserving if we also combine the formulas $\text{code}_1, \ldots, \text{code}_n$ into a single “big” formula $\text{code}$.

One can check that for the just defined $Tr$ and $\text{code}$, (a)-(c) in the statement of Theorem 4.3.29 hold.

**IV The general case:** Assume now that $K$ is a reduct of $K^+$ and that $K^{++}$ is a common definitional expansion of $K$ and $K^+$. By the previous case we have translation mappings $Tr_1 : Fm(K^{++}) \rightarrow Fm(K)$ and $Tr_2 : Fm(K^{++}) \rightarrow Fm(K^+)$ together with appropriate $\text{code}_1^1, \text{code}_1^2$ which satisfy (a)-(c) in the statement of Theorem 4.3.29. Note that $Fm(K^+) \subseteq Fm(K^{++})$.

Now we define

$$Tr \overset{\text{def}}{=} Tr_1 \upharpoonright Fm(K^+), \quad \text{code}(x, \bar{x}) \overset{\text{def}}{=} Tr_2(\text{code}_1^1(x, \bar{x}))$$

whenever $x$ is a variable of a new sort in the language of $K^+$. One can check that $Tr$ and $\text{code}$ as defined above satisfy (a)-(c). In more detail: Assume that $U_i$ is a new sort of $K^+$, i.e. $U_i$ is not a sort of $K$. Then $U_i$ is a new sort of $K^{++}$, therefore there is $\text{code}_i^1(x, \bar{x}) \in Fm(K^{++})$ which “matches” $Tr_1$. We cannot use $\text{code}_i^1$ in the interpretation from $K^{++}$ to $K$ because $\text{code}_i^1$ may not be in the language of $K^+$. We will use $Tr_2$ to translate $\text{code}_i^1$ into the language of $K^+$ as follows. Since $K^+$ is an expansion of $K$, all the variables in $x, \bar{x}$ have sorts which occur in $K^+$. Thus by the properties of $Tr_2$ we have

$$K^{++} \models \text{code}_i^1(x, \bar{x}) \leftrightarrow Tr_2(\text{code}_i^1(x, \bar{x})).$$

Let $\text{code}_i(x, \bar{x}) \overset{\text{def}}{=} Tr_2(\text{code}_i^1(x, \bar{x}))$. Then $\text{code}_i(x, \bar{x}) \in Fm(K^+)$ and

$$K^+ \models \text{code}_i(x, \bar{x}) \rightarrow [\psi(x, \bar{x}) \leftrightarrow Tr(\psi)(\bar{x}, \bar{z})]$$

because

$$K^{++} \models \text{code}_i^1(x, \bar{x}) \rightarrow [\psi(x, \bar{z}) \leftrightarrow Tr_1(\psi)(\bar{x}, \bar{z})].$$

This finishes the proof. 

More is true than stated in Theorem 4.3.29, namely, the existence of a translation mapping as in the theorem is actually sufficient for definability, as Theorem 4.3.31 below states.

**Remark 4.3.30** (In connection with Theorems 4.3.27, 4.3.29.) These theorems state that the expressive powers of two languages $Fm(K^+)$ and $Fm(K)$ coincide. However, the proofs of these theorems prove more. Namely, there exists a computable translation mapping $Tr$ acting between the two languages. Even more than this, $Tr$ preserves the logical structure of the formulas i.e. in the sense of algebraic logic, $Tr$ is a “linguistic homomorphism”. (Whether one is interested in this extra property of being a “linguistic homomorphism” is related to a
4.3.3 ELIMINABILITY OF DEFINED CONCEPTS

difference between the algebraic logic approach and the abstract model theoretic approach to defining the equivalence of logics [hence, in particular, to how one approaches characterizations of logics like the celebrated Lindström theorems].

The following theorem says that eliminability of new symbols is an essential feature of explicit definability: If the new relations and sorts are arbitrary but are eliminable in the sense that there exist a mapping \( Tr : Fm(K^+) \rightarrow Fm(K) \) together with “coding” formulas \( code_i(x, \vec{x}) \) for all new sorts \( U_i \) of \( K^+ \) which satisfy 1,2 in Theorem 4.3.29, then we can explicitly construct these new relations and sorts by using our concrete steps (1) - (2.2) (in such a way that some additional auxiliary new sorts and relations get defined in the way, but then we can forget these).

We note that both (ii) and (iii) in Theorem 4.3.31 say that \( K^+ \) is a special reduct of some definitional expansion of \( K \). In (ii) we allow to forget relations and sorts which then can be “defined back” (i.e. \( K^+ \) is a reduct of its definitional expansion, so we forget the relations and sorts of a definitional expansion). In (iii) we allow to forget only as many relations and sorts that the remaining ones still “fix” the new sorts and relations.

If \( Tr \) and \( code_i \) satisfy the conclusion of Theorem 4.3.29, then we say that they \textit{interpret} \( K^+ \) in \( K \).

\textbf{THEOREM 4.3.31} Assume \( K \) is a reduct of \( K^+ \). Then (i) and (ii) below are equivalent and they imply (iii). If, in addition, \( K^+ \) is closed under taking ultraproducts, then (i)-(iii) below are equivalent.

(i) \( K^+ \) is interpreted in \( K \) by some \( Tr \) and \( code_i \), i.e. the conclusion of Theorem 4.3.29 is true: there are \( Tr \) and \( code_i \) satisfying 1-2 of Theorem 4.3.29.

(ii) \( K^+ \) and \( K \) have a common definitional expansion.

(iii) \( K^+ \) is rigidly definable over \( K \).

\textbf{Proof: Proof of (i) \( \Rightarrow \) (ii):} Assume that \( Tr : Fm(K^+) \rightarrow Fm(K) \) and \( code_i \in Fm(K^+) \) are such that 1,2 in Theorem 4.3.29 hold. We want to show that \( K^+ \) is explicitly definable over \( K \) with recoverable auxiliaries, i.e. that \( K^+ \) and \( K \) have a common definitional expansion \( K^{++} \).

Now we set to defining \( K^{++} \).

Let \( U_i \) be a new sort of \( K^+ \). First from the formula \( code_i \) we will extract an explicit definition for \( U_i \), cf. Figure 95.

Consider \( code_i(x, \vec{x}) \). Define \( 546 \)

\[ \delta(\vec{x}) \overset{\text{def}}{=} Tr(\exists x code_i(x, \vec{x})) \] and

\[ \rho(\vec{x}, \vec{y}) \overset{\text{def}}{=} Tr(\exists x (code_i(x, \vec{x}) \land code_i(x, \vec{y}))). \]

Now \( \delta(\vec{x}), \rho(\vec{x}, \vec{y}) \in Fm(K) \). Let \( \vec{x} = \langle x_1, \ldots, x_k \rangle \) and let the sorts of \( x_1, \ldots, x_k \) be \( U_{j_1}, \ldots, U_{j_k} \). These latter are sorts of \( K \). Fix a model \( \mathfrak{M} \in K \).

First we define the relation \( S^\text{new}_i \) by \( S^\text{new}_i \leftrightarrow \delta \), i.e.

\[ \delta \text{ stands for } \exists \text{domain of } code_i^{-1} \text{ while } \rho \text{ stands for "equivalence relation defined by } code_i^{-1}. \]

\[ 545 \text{Cf. the definition of interpretations in Hodges [130, p.212, 221]. The existence of a tuple } Tr, code_i \text{ interpreting } K^+ \text{ in } K \text{ (as in Theorem 4.3.29)} \text{ is strictly stronger than the uniform reduction property in [130, p.640]. Actually, the existence of } Tr, code_i \text{ is equivalent to } K^+ \text{ being coordinatised over } K \text{ in the sense of [130, p.644]. This equivalence is proved in [21].} \]

\[ 546 \text{\delta stands for "domain of } code_i^{-1} \text{" while } \rho \text{ stands for "equivalence relation defined by } code_i^{-1}. \]
\[ S^\text{new}_i \overset{\text{def}}{=} \{ \bar{a} \in U_j \times \ldots \times U_{j_k} : \mathfrak{M} \models \delta(\bar{a}) \} . \]

Then \( S^\text{new}_i \) is a \( k \)-ary relation defined in \( \mathfrak{M} \) by step (1). Second, from \( S^\text{new}_i \) we define the new sort \( D^\text{new}_i \) and \( p^i_j, \ldots, p^i_k \) by step (2.1):

\[ D^\text{new}_i \overset{\text{def}}{=} S^\text{new}_i \quad \text{and} \]
\[ p^i_r \overset{\text{def}}{=} \{ (\bar{a}, u_r) : \bar{a} \in D^\text{new}_i \} , \quad \text{for } 1 \leq r \leq k . \]

Now we define the new binary relation \( R^\text{new}_i \) by step (1) as follows:

\[ R^\text{new}_i \overset{\text{def}}{=} \{ (v, w) \in 2D^\text{new}_i : \mathfrak{M} \models \rho(p^i_j(v), \ldots, p^i_k(v), p^i_j(w), \ldots, p^i_k(w)) \} . \]

Intuitively, \( R^\text{new}_i \) is the relation defined by \( \rho \) “projected up” to \( D^\text{new}_i \). Then \( R^\text{new}_i \) is an equivalence relation on \( D^\text{new}_i \), by the properties of \( \text{code}_i \), \( \text{Tr} \) and by the definitions of \( \rho, \delta \). We then can define, as in step (2.2), the factor-sort:

\[ U_i \overset{\text{def}}{=} D^\text{new}_i / R^\text{new}_i , \]
\[ \varepsilon_i \overset{\text{def}}{=} \{ (v, v / R^\text{new}_i) : v \in D^\text{new}_i \} . \]

Let
\[ \mathfrak{M} \overset{\text{def}}{=} \langle \mathfrak{M}, D^\text{new}_i, U_i; p^i_j, \ldots, p^i_k, \varepsilon_i, S^\text{new}_i, R^\text{new}_i \rangle . \]

Let \( \mathfrak{M}^+ \in K^+ \) be any expansion of \( \mathfrak{M} \). The name of the sort \( U_i \) in \( \mathfrak{M} \) is the same as in \( \mathfrak{M}^+ \), but its “value” may be different, i.e. \( U^\text{m}_i \) may be different from \( U^\text{m}_i \). However, there is a natural bijection between these sets, as follows. Let

\[ \text{Code}_i (u, \bar{x}) \overset{\text{def}}{=} (\exists v \in D^\text{new}_i)(\varepsilon_i(v, u) \land \bigwedge_r p^i_r(v, x_r) \land S^\text{new}_i (\bar{x})) . \]

Then \( \text{Code}_i (u, \bar{x}) \) is in the language of \( \mathfrak{M} \). By the above construction and by the properties of our translation, there is a bijection \( f : U^\text{m}_i ^i \rightarrow U^\text{m}_i ^i \) such that for all \( u \in U^\text{m}_i \) and \( \bar{a} \in U^\text{m}_i \),

\[ \mathfrak{M}^+ \models \text{Code}_i[f(u), \bar{a}] \iff \mathfrak{M}^+ \models \text{Code}_i[u, \bar{a}] . \]

See Figure 95.

Let \( \mathfrak{M}'_i \) be the isomorphic copy of \( \mathfrak{M} \) where we replace each element \( u \) of \( U^\text{m}_i \) by \( f(u) \). Then \( \mathfrak{M}'_i \) is a definitional expansion of \( \mathfrak{M} \), obtained by steps (1), (2.1), (1), (2.2). Let \( U_1, \ldots, U_t \) be all the new sorts of \( K^+ \) and let us do the above for all new sorts. Let \( \mathfrak{M}' \) be the definitional expansion of \( \mathfrak{M} \) we get by expanding \( \mathfrak{M} \) with all the new sorts and relations of \( \mathfrak{M}_i \), for \( 1 \leq i \leq t \). Then \( \mathfrak{M}' \) contains all the new sorts of \( K^+ \), \( Uv^\text{m} \mathfrak{M} \subseteq Uv^\text{m} \mathfrak{M} \), and moreover, for all \( 1 \leq i \leq t \),

\[ \mathfrak{M}' \models \text{Code}_i[u, \bar{a}] \iff \mathfrak{M}^+ \models \text{Code}_i[u, \bar{a}] . \]

Now we set to defining the new relations of \( K^+ \) in \( \mathfrak{M}' \).

Let \( T_j \) be a new relation in \( K^+ \) with arity \( \langle U_1, \ldots, U_m \rangle \). Assume that, of these, \( U_{i_1}, \ldots, U_{i_l} \) are sorts of \( K \), while the rest, \( U_{j_1}, \ldots, U_{j_s} \) are new sorts of \( K^+ \). Let \( \tau \overset{\text{def}}{=} \text{Tr}(T_j(\bar{y})) \). Then by the properties of the translation function \( \text{Tr} \) we have that

\[ \mathfrak{K}^+ \models \text{code}_{j_1}(y_{j_1}, \bar{x}_1) \land \ldots \land \text{code}_{j_s}(y_{j_s}, \bar{x}_s) \rightarrow [T_j(\bar{y}) \leftrightarrow \tau(\bar{x}_1, \ldots, \bar{x}_s, y_1, \ldots, y_s)] . \]
4.3.3 Eliminability of Defined Concepts

Now we define the new relation $T_j$ in $\mathcal{M}'$ by the formula

$$T_j(y) \leftrightarrow \exists \bar{x}_1 \ldots \bar{x}_r \text{Code}_{j'}(y, \bar{x}_r) \land \tau(\bar{x}_1, \ldots, \bar{x}_s, y_1, \ldots, y_{i_j}).$$

By the construction, $T_j$ denotes the same relation in $\mathcal{M}'$ and in $\mathcal{M}^+$. Let now $\mathcal{M}^{++}$ be the definitional expansion of $\mathcal{M}'$ with all the new relations $T_j$, let $L \overset{\text{def}}{=} \{ \mathcal{M}^{++} : \mathcal{M} \in K \}$ and let $K^{++} \overset{\text{def}}{=} \{ \mathcal{M} \in L : \mathcal{M} \models \text{Voc}K^+ \subseteq K^+ \}$. Then $K^{++}$ is a definitional expansion of $K$ and $K^+$ is a reduct$^{547}$ of $K^{++}$. We want to show that $K^{++}$ is a definitional expansion of $K^+$ also. The new (relative to $K^+$) sorts and relations of $K^{++}$ are

$S_{i}^{\text{new}}, D_{i}^{\text{new}}, p_{j'}^{i}, R_{i}^{\text{new}}$ and $\varepsilon_i$

when $U_i$ is a sort of $K^+$ which is not present in $K$. We define $S_{i}^{\text{new}}, D_{i}^{\text{new}}, p_{j'}^{i}$, and $R_{i}^{\text{new}}$ by using steps (1),(2.1),(1) as we did in $K$. Since $K^+$ is an expansion of $K$, and these were all definable in $K$, we immediately have that the same definition will work for them in $K^+$, too. We then define $\varepsilon_i$ by step (1) and (not by step (2.2) since $U_i$ is an “old” sort in $K^+$) as follows:

$$\varepsilon_i(v, u) \leftrightarrow \exists \bar{x} (\text{code}_i(u, \bar{x}) \land p_{j_1}^{i}(v, x_1) \land \ldots \land p_{j_k}^{i}(v, x_k)).$$

By the above, (i) $\Rightarrow$ (ii) has been proved. (ii) $\Rightarrow$ (i) was proved as Theorem 4.3.29.

Proof of (i) $\Rightarrow$ (iii): Assume that $K^+$ is interpreted in $K$ by some translation mapping $Tr$ and formulas $\text{code}_j$. Then $K^+$ is definable in $K$, as we have seen above. By the properties of a translation mapping then $K^+$ is rigidly definable over $K$.

$^{547}$ We introduced $L$ into the picture only because we did not assume that $K^+$ is closed under isomorphism and we want $K^+$ to be a reduct of $K^{++}$.  

Figure 95: Illustration for the proof of Theorem 4.3.31 (i) $\Rightarrow$ (ii). From the formula $\text{code}_i$ we construct an explicit definition for $U_i$. 
4.3 Definability in Many-Sorted Logic

Proof of (iii) ⇒ (i): Here we will use Beth’s definability theorem for one-sorted models (i.e. for defining relations only). Assume that $K^+$ is rigidly explicitly definable over $K$. Let $K^{++}$ be a definitional expansion of $K$ and assume that $K^+$ is a reduct of $K^{++}$. Let $code_i, Tr$ be a translation of $K^{++}$ to $K$. Since $K^+$ is a reduct of $K^{++}$, then $Tr : Fm(K^+) → Fm(K)$. Let $U_i$ be a new sort of $K^+$. Then $U_i$ is a new (relative to $K$) sort of $K^{++}$, therefore there is $code_i ∈ Fm(K^{++})$ which has good properties w.r.t. $Tr$. The problem is that $code_i$ may not be in $Fm(K^+)$. We will show that $code_i$ is expressible in $Fm(K^+)$, i.e. it is equivalent in $K^+$ with a formula in the language of $K^+$.

For any new sort $U_i$ of $K^+$ let $R_i$ be a new relation symbol and let $Δ(R_i)$ be the set of the following three formulas, where $ρ_i(x, y)$ is $Tr(∃x (code_i(x, x) ∧ code_i(x, y)))$, as in the proof of (i) ⇒ (ii):

$$∀x∃x R_i(x, x)$$
$$∃x(R_i(x, x) ∧ R_i(x, y)) ⇔ ρ_i(x, y)$$
$$(R_i(x, x) ∧ R_i(y, x)) → x = y$$

Then $Δ(R_i)$ is a set of formulas in the language of $K$ expanded with one new relation symbol $R_i$. For any new relation $T_j$ of $K^+$ let $U_i, \ldots, U_i$ be the sorts of $K$, and $U_{j_1}, \ldots, U_{j_i}$ be the new sorts of $K^+$ occurring in the arity of $T_j$ and let $Δ(T_j)$ denote the formula

$$T_j(y) ⇔ ∃x_1 \ldots x_i (\bigwedge_j R_{j_i}(u_{j_i}, x_i) ∧ Tr(T_j(y))(x_1, \ldots, x_i, y_{i_1}, \ldots, y_{i_i}))$$

Let $Δ$ be the set of all the above formulas, i.e.

$$Δ ≡ \bigcup \{Δ(R_i) : U_i \text{ is a new sort of } K^+\} ∪ \{Δ(T_j) : T_j \text{ is a new relation of } K^+\}.$$

Now, $Δ$ is a set of formulas in the language of $K^+$ expanded with new relation symbols $R_i$ for all new sorts $U_i$. We will show that $Δ$ is an implicit definition of $⟨R_i : U_i \text{ is a new sort in } K^+⟩$ in $K^+$, in the usual sense. Indeed, let $M^+ ∈ K^+$, $R' \equiv ⟨R'_i⟩$ and $R'' \equiv ⟨R''_i⟩$ be systems of concrete relations in $M^+$ such that

$$⟨M^+, R'⟩ \models \Delta \quad \text{and} \quad ⟨M^+, R''⟩ \models \Delta.$$}

Then, by using the construction of $Δ$, one can show that there is an isomorphism $f$ between $⟨M^+, R'⟩$ and $⟨M^+, R''⟩$ such that $f$ is identity on the sorts of $K$, i.e., $f$ is identity on $M ∈ K$, where $M$ is the reduct of $M^+$ in $K$. Rigidity of $K^+$ over $K$ implies that then $f$ is identity on $M^+$ also, because both $Id$ and $f$ are isomorphisms on $M^+$ that are identity on $M$. Since $f$ is the identity, we get that $R' = R''$. Thus in each model $M^+ ∈ K^+$ there is at most one system $R$ of concrete relations satisfying $Δ$. To be able to use the Beth theorem, we need that this property holds for all $M^+$ in the axiomatizable hull $Mod(Th(K^+))$ of $K^+$ as well. By the Keisler-Shelah theorem, and by our assumption that $K^+$ is closed under taking ultraproducts we have that $M ∈ Mod(Th(K^+))$ if an ultrapower $M/F$ of $M$ is in $K^+$. Assume that there are two different systems of relations satisfying $Δ$ in $M$. Then the same is true in $M/F$. This contradicts our earlier argument showing that on each model $M^+ ∈ K^+$ there is at most one system of relations satisfying $Δ$. Thus $Δ$ is an implicit definition in the axiomatizable hull $Mod(Th(K^+))$ of $K^+$. By Beth’s theorem then each of $R_i$ is definable in the language of $K^+$. Let $γ_i(x, x) ∈ Fm(K^+)$ be such that $Th(K^+) ∪ Δ \models R_i(x, x) ⇔ γ_i(x, x)$. By the construction of $Δ$ we also have that
\[ K^+ \models \text{code}(x, \bar{x}) \leftrightarrow R_i(x, \bar{x}). \]

Thus, \( Tr \upharpoonright Fm(K^+) \) toghether with the \( \gamma \)'s is a good translation from \( K^+ \) to \( K \). This finishes the proof of Theorem 4.3.31. \( \blacksquare \)

**Remark 4.3.32 (Discussion of Theorem 4.3.31.)** (i) Theorem 4.3.31 is true for arbitrary languages, we do not need that there are only finitely many sorts or that we have only countably many symbols in the language. (ii) The condition that \( K^+ \) is closed under ultraproducts is needed for the direction \( (\text{ii}) \Rightarrow (\text{i}) \). An example showing this is the following. Let \( K \) be the class of finite linear orderings on sort \( U_0 \). Let \( K^+ \) be the class of two-sorted models where the sorts are \( U_0, U_1 \), there is a finite linear ordering both on \( U_0 \) and on \( U_1 \) and \( |U_0| = |U_1| \). Now \( K^+ \) is rigidly explicitly definable over \( K \). But the class \( UpK^+ \) of all ultraproducts of members of \( K^+ \) is not rigid over the class \( UpK \) of all ultraproducts of members of \( K \). (To see this, take any infinite ultraproduct of elements of \( K^+ \). Then there is a nontrivial automorphism of the linear ordering on \( U_1 \).) However, it is not difficult to see that if \( K \) and \( K^+ \) have a common definitional expansion, then \( UpK \) and \( UpK^+ \) also have a common definitional expansion, which would imply that \( UpK^+ \) is rigid over \( UpK \). Thus \( K \) and \( K^+ \) do not have a common definitional expansion. (iii) Thm.4.3.48 together with Thm.4.3.31 will imply that if \( K^+ \) is rigidly definable over \( K \) and \( K \) is axiomatizable, then \( K^+ \) is :n-implicitly definable over \( K \).

\( \langle \)

**4.3.4 Definitional equivalence of theories.**

In section 4.3.3 we dealt with classes \( K \) and \( L \) where \( L \) was an expansion of \( K \). In this sub-section we turn to the case when \( L \) is not necessarily an expansion of \( K \).

**Definition 4.3.33** Let \( K \) and \( L \) be two classes of models. We say that they are \textit{definitional equivalent}, in symbols \( K \equiv_{\Delta} L \), iff they admit a common (explicit) definitional expansion \( M \) (without taking reducts).\(^{548}\)

Further, \( M \equiv_{\Delta} N \) abbreviates \( \{M\} \equiv_{\Delta} \{N\} \). If \( M \equiv_{\Delta} N \), then we say that \( M \) and \( N \) are \textit{definitional equivalent models}. Two theories \( Th_1, Th_2 \) are called \textit{definitional equivalent} iff \( \text{Mod}(Th_1) \equiv_{\Delta} \text{Mod}(Th_2) \).

Cf. also in Hodges [130] under the name “\textit{definitional equivalence}” pp. 60–61; cf. also Henkin-Monk-Tarski [120, Part I, e.g. p.56].

We will see that one can say that two definitionally equivalent theories can be regarded as being \textit{essentially the same} theory and the difference between them is only that their “\textit{syntactic decorations}” are different (i.e. they “choose” to represent their [essentially] common language with different basic vocabularies).

The same applies to classes of models \( K, L \) when \( K \equiv_{\Delta} L \). As an example, choose \( K \) to be Boolean algebras with \( \{\cap, -\} \) as their basic operations while choose \( L \) to be Boolean algebras

\(^{548}\)I.e. \( M \) is a definitional expansion (without taking reducts) of \( K \) and the same holds for \( L \) in place of \( K \). Note that \( \text{Th}(M) \) can be regarded as an implicit definition of \( M \) over \( K \), and the same for \( L \) in place of \( K \).
with \( \{ \cup, -, 0, 1 \} \) as basic operations. (Then \( K \equiv^\Delta L \).) At a certain level of abstraction, \( K \) and \( L \) can be regarded as a collection of the same mathematical structures (namely, Boolean algebras) and the difference (between \( K \) and \( L \)) is only in the choice of their basic vocabularies (which is “\( \cap, - \)” in the one case while “\( \cup, -, 0, 1 \)” in the other). Summing it up: In some sense, definitionally equivalent theories \( Th_1 \equiv^\Delta Th_2 \) can be considered as just one theory with two different linguistic representations. The same applies to definitionally equivalent classes of models.

The relation \( \equiv^\Delta \) defined above is symmetric and reflexive. For certain “administrative” reasons it is not transitive, but the counterexamples (to transitivity) are so artificial that we will not meet them (in this work). We could define \( \equiv^* \) to be the transitive closure of \( \equiv^\Delta \) and then use \( \equiv^* \) as definitional equivalence. If this were a logic book we would do that. However, in the present work we will not need \( \equiv^* \), hence we do not discuss it, and we call \( \equiv^\Delta \) definitional equivalence (though it is \( \equiv^* \) which is the really satisfactory notion of definitional equivalence.)

**Discussion of the definition of \( \equiv^\Delta \)**

(1) Assume \( K \equiv^\Delta L \). Then \( K \) and \( L \) agree on the common part of their vocabularies.\(^5\)\(^6\) I.e.

\[
K \equiv^\Delta L \quad \Rightarrow \quad K \models (\text{Voc}_K \cap \text{Voc}_L) = L \models (\text{Voc}_K \cap \text{Voc}_L).
\]

(2) For any definitional expansion \( K^+ \) of \( K \) we have \( K \equiv^\Delta K^+ \). In general, if \( K^+ \) is an expansion of \( K \) and \( K \) is closed under taking ultraproducts, then \( K^+ \equiv^\Delta K \) iff \( K^+ \) is rigidly definable over \( K \), see Thm.4.3.31.

(3) Assume \( K \equiv^\Delta L \). Then \( L \) and \( K \) are definable over each other. Moreover one can choose their definitions over each other to be the same. Indeed, if \( M \) is the common definitional expansion of \( K \) and \( L \) mentioned in the definition of \( \equiv^\Delta \), then \( \text{Th}(M) \) is a definition of \( K \) over \( L \) as well as a definition of \( L \) over \( K \).

(4) Definitional equivalence is stronger than mutual (explicit) definability: there exist classes \( K \) and \( L \) such that they are definable over each other, yet \( K \not\equiv^\Delta L \) (see Examples 4.3.46, p.266). Moreover, this is so even in the one-sorted case: We can choose \( K \) and \( L \) such that both \( K \) and \( L \) have only one, common, sort. Such an example can be found in Andréka-Madarász-Németi [22],

(5) Assume \( K \equiv^\Delta L \). Then there is a bijection-up-to-isomorphism

\[
f : K \xrightarrow{\text{isomorphic}} L
\]

between \( K \) and \( L \), and there are definitions \( \Delta_K, \Delta_L \) such that for all \( \langle M, N \rangle \in f \) the following hold:

(i) \( M \models (\text{Voc}_K \cap \text{Voc}_L) = N \models (\text{Voc}_K \cap \text{Voc}_L) \)

(ii) \( M \) and \( N \) have a common definitional expansion \( M^+ \)

(iii) \( \Delta_K \) defines \( M^+ \) over \( M \) and \( \Delta_L \) defines \( M^+ \) over \( N \).

\(^5\)\(^6\) As a contrast, \( K \equiv^\Delta L \) does not imply this, however as we said we will not need the generality of \( \equiv^* \) in this work.
Indeed, if $M$ is a common definitional expansion of $K$ and $L$ with definitions $\Delta_K$, $\Delta_L$ over $K$ and $L$ respectively, then we can choose $f$ to be

$$f = \{ \langle M, VocK, M \upharpoonright VocL \rangle : M \in L \}.$$

(6) Assume $K \equiv_\Delta L$. Then the bijection-up-to-isomorphism $f : K \rightarrow L$ in (5) above has the following property. For all $M \in K$, the automorphism group of $M$ is isomorphic to the automorphism group of $f(M)$, in symbols$^{550}$

$$\langle Aut(M), o \rangle \cong \langle Aut(f(M)), o \rangle.$$

This is so because of the following. Let $M^+ \in M$ be such that $M^+$ is implicitly definable without taking reducts both over $M$ and over $f(M)$. Since $M^+$ is implicitly definable without taking reducts over $M$, each automorphism of $M$ extends in a unique way to an automorphism of $M^+$, and this implies that the automorphism groups of $M$ and $M^+$ are isomorphic. We get the same for $f(M)$ and $M^+$ completely analogously, and this proves that the automorphism groups of $M$ and $f(M)$ are isomorphic.

(7) Each of the properties in items (3) and (5) are equivalent to $K \equiv_\Delta L$. This is proved in Thm.4.3.34 below.

(8) For more on definitional equivalence, its importance, and for motivation for the way we defined and use $\equiv_\Delta$ we refer to [120, pp. 56-57, Remark 0.1.6], [130, pp. 58-61].

$\triangleleft$

**Theorem 4.3.34** Let $K$ and $L$ be two classes. Then (i)-(iii) below are equivalent.

(i) $K \equiv_\Delta L$

(ii) There is a $\Delta$ such that $\Delta$ defines $K$ over $L$ and $\Delta$ defines $L$ over $K$.

(iii) For every $M \in K$ there is $N \in L$ and for every $N \in L$ there is $M \in K$ such that $M$ and $N$ have a common definitional expansion, and moreover the definitions of the expansion over $M$ and over $N$ can be chosen uniformly.

**Proof:** Proof of (ii) $\Rightarrow$ (i): Assume $\Delta$ defines $K$ over $L$ and $\Delta$ defines $L$ over $K$. Then there are $K^+$ and $L^+$ such that $K^+$ is a definitional expansion of $K$, defined by $\Delta$, and $L$ is a reduct of $K^+$ and the analogous statement for $L^+$. It is easy to see that then $VocK^+ = VocL^+ = VocK \cup VocL \cup Voc\Delta$, where $Voc\Delta$ denotes the set of sort and relation symbols occurring in $\Delta$. Let $M \equiv K^+ \cup L^+$. Then $M$ is an expansion of both $K$ and $L$. Also, $M \models \Delta$ because $K^+ \models \Delta$ and $L^+ \models \Delta$. Thus, $\Delta$ is an $n$-reduct of the definition of $M$ both over $K$ and over $L$.

Proof of (iii) $\Rightarrow$ (i): Let $\Delta_K, \Delta_L$ be the uniform definitions in (iii). Let $M \equiv \{ M : M \upharpoonright VocK \in K, M \upharpoonright VocL \in L \}$ and $\Delta_K$ defines $M$ over $M \upharpoonright VocK$, $\Delta_L$ defines $M$ over $M \upharpoonright VocL$. Then $M$ is a class of similar models, namely, $VocM = VocK \cup VocL \cup Voc\Delta_K \cup Voc\Delta_L$. Then both $K$ and $L$ are reducts of $M$, i.e. $K = M \upharpoonright VocK$ etc., by (iii). Also, $M \models \Delta_K \cup \Delta_L$, thus $M$ is a definitional expansion of both $K$ and $L$.

(i) $\Rightarrow$ (ii), and (i) $\Rightarrow$ (iii) was shown already in the discussion of $\equiv_\Delta$. $\blacksquare$

$^{550}$ $f(M)$ exists only up to isomorphism, but we talk only about the automorphism group of $f(M)$ which is defined by the isomorphism type of $M$ up to isomorphism. So this makes sense.
\[ \text{THEOREM 4.3.35} \text{ Let } K, L \text{ be two classes of models and assume that } IK \text{ is closed under taking ultraproducts. Then (i) and (ii) below are equivalent.} \]

(i) \( K \equiv_\Delta L \)

(ii) \( K \) and \( L \) have a common extension which is rigidly definable both over \( K \) and over \( L \).

\textbf{Proof:} Let \( M \) be a common rigidly definable expansion of \( K \) and \( L \). Since \( IK \) is closed under taking ultraproducts, then \( IM \) is closed under taking ultraproducts, too. Hence we can apply Thm.4.3.31 to obtain common definitional expansions \( K^+ \) and \( L^+ \) of \( K \) and \( M \) and of \( L \) and \( M \) respectively. We also may assume that the new sorts and relations in \( K^+ \) and \( L^+ \) have different names, i.e. \( \text{Voc}K^+ \cap \text{Voc}L^+ = \text{Voc}M \). Then it is not difficult to see that there is a common definitional expansion \( M^+ \) of \( K^+ \) and \( L^+ \). Now, \( M^+ \) is a common definitional expansion of \( K \) and \( L \).

In connection with Theorem 4.3.35 we note that it is not difficult to see that if \( K^+ \) is \( \text{nr-implicitly definable over } K \), then \( IK \) is closed under ultraproducts iff \( IK^+ \) is closed under ultraproducts.

We will also need the following lemma.

\[ \text{LEMMA 4.3.36} \text{ Let } K, L \text{ and } K^+ \text{ be classes of models. Assume that } K^+ \text{ is rigidly definable over } K, IL \text{ is closed under taking ultraproducts, } \text{Voc}K^+ \cap \text{Voc}L = \text{Voc}K \cap \text{Voc}L, \text{ and } K \equiv_\Delta L. \text{ Then } K^+ \equiv_\Delta L. \]

\textbf{Proof:} Assume that \( K,L,K^+ \) satisfy the conditions of the lemma. Let \( M \) be a common definitional expansion of \( L \) and \( K \) and let \( \Delta, \Sigma \) be the respective definitions of \( M \) over \( L \) and \( K \). Since \( IL \) is closed under taking ultraproducts and \( K \equiv_\Delta L \), we have that \( IK \) also is closed under taking ultraproducts, and since \( K^+ \) is definable over \( K \), then \( IK^+ \) is closed under taking ultraproducts. Thus by Thm.4.3.31, \( K \) and \( K^+ \) have a common definitional expansion \( M^+ \). Let \( \Delta_1, \Sigma_1 \) be the respective definitions of \( M^+ \) over \( K \) and \( K^+ \).

We may assume that \( \text{Voc}M \) is disjoint from \( \text{Voc}K^+ \setminus \text{Voc}K \) (by our assumption \( \text{Voc}K^+ \cap \text{Voc}L = \text{Voc}K \cap \text{Voc}L \)), and that \( \text{Voc}M^+ \cap \text{Voc}K^+ \) is disjoint from \( \text{Voc}M \). Hence \( \text{Voc}M^+ \cap \text{Voc}M = \text{Voc}K \).

Let \( \mathfrak{M} \in L \) be arbitrary. There are \( \mathfrak{M} \in K \) and \( \mathfrak{M}^+ \in M \) such that \( \mathfrak{M}^+ \) is a common definitional expansion of \( \mathfrak{M} \) and \( M \). There are \( \mathfrak{M}_1 \in K^+ \) and \( \mathfrak{M}_1^+ \) in \( M^+ \) such that \( \mathfrak{M}_1^+ \) is a common definitional expansion of both \( \mathfrak{M} \) and \( M^+ \). By \( \text{Voc}M \cap \text{Voc}M^+ = \text{Voc}K \), the union of \( \mathfrak{M}^+ \) and \( \mathfrak{M}_1^+ \) is a model, \( \mathfrak{M}^{++} \). Then \( \mathfrak{M}^{++} \) is a common expansion of \( \mathfrak{M} \) and \( \mathfrak{M}_1 \in K^+ \). Since \( \Delta \) defines \( \mathfrak{M}^+ \) over \( \mathfrak{M} \) and \( \Delta_1 \) defines \( \mathfrak{M}_1^+ \) over \( \mathfrak{M} \), we have that \( \Delta \cup \Delta_1 \) defines \( \mathfrak{M}^{++} \) over \( \mathfrak{M} \). Similarly, \( \Sigma \cup \Sigma_1 \) defines \( \mathfrak{M}^{++} \) over \( \mathfrak{M} \). The proof of the other direction, \( (\forall \mathfrak{M} \in K^+ \exists \mathfrak{M} \in L) \ldots \) is completely analogous. \( K^+ \equiv_\Delta L \) then follows by Thm.4.3.34(iii)⇒(i).

\[ \text{Remark 4.3.37 (How and why can definitionally equivalent theories [and classes of models] be regarded as identical [as a corollary of the translation theorems]?)} \]

In addition to the text below, we also refer the reader to [120, p.56] and [130, pp.58–61] for explanations of why definitionally equivalent classes of models can be regarded as (in some sense) identical.

Let \( K \) and \( L \) be two definitionally equivalent classes of models (formally, \( K \equiv_\Delta L \)). Then, by the definition of \( \equiv_\Delta \), there is a class \( M \) which is a definitional expansion (without taking reducts) of both \( K \) and \( L \). We will argue below that this \( M \) establishes a very strong connection
between $K$ and $L$. (Cf. also item (5) in the discussion of the definition of $\equiv_\Delta$.) Our argument begins with the following. We can apply Theorem 4.3.27 to the pair $M$ and $K$ with $M$ in place of $K^+$ in that theorem. The same applies to the pair $M$ and $L$. By Theorem 4.3.27, then we have two translation mappings

\[
\begin{array}{c}
Fm(M) \\
\xrightarrow{Tr_1} Fm(K) \\
\xleftarrow{Tr_2} Fm(L)
\end{array}
\]

both of which preserve meaning (in the sense of Theorem 4.3.27). Both of $Tr_1$ and $Tr_2$ are surjective. Intuitively, $Tr_1$ identifies $K$ with $M$ while $Tr_2$ identifies $M$ with $L$. Hence $K$ gets identified with $L$. (Perhaps the best way of thinking about this is that we identify both $K$ and $L$ with their common expansion $M$. As a by-product of this we identify $K$ and $L$ with each other, too.)

By surjectiveness of $Tr_1$ and $Tr_2$, whatever can be said in the language $Fm(K)$, the same can be said in $Fm(M)$ and hence (using $Tr_2$) the same can be said in the language $Fm(L)$ of $L$. Similarly, whatever can be said in $Fm(L)$ the same can be said in $Fm(K)$, too.

Now, if we want some more detail, let $\varphi(\bar{z}) \in Fm(K)$ with a sequence $\bar{z}$ of variables belonging to common sorts $K$ and $L$. Then there are $\varphi'(\bar{z}) \in Fm(M)$, $\varphi''(\bar{z}) \in Fm(L)$ such that $Tr_1(\varphi') = \varphi$ and $Tr_2(\varphi') = \varphi''$. I.e.

\[
\begin{array}{c}
\varphi(\bar{z}) \xrightarrow{Tr_1} \varphi'(\bar{z}) \xrightarrow{Tr_2} \varphi''(\bar{z}).
\end{array}
\]

Actually, we can choose $\varphi' = \varphi$ if we want to. Using Theorem 4.3.27 we can conclude

\[
(23) \quad M \models \varphi(\bar{z}) \Leftrightarrow \varphi''(\bar{z}).
\]

I.e. the same things can be said about the common variables $\bar{z}$ in $Fm(K)$ and in $Fm(L)$. Hence the languages of $K$ and $L$ have the same expressive power.

On the basis of (23) above and what was said before (23), we can introduce two, more direct, translation mappings

\[
\begin{array}{c}
Fm(K) \xrightarrow{T_2} Fm(L) \\
\xleftarrow{T_1} Fm(\bar{z})
\end{array}
\]

defined as follows. In defining $T_1$ and $T_2$ we can rely on the fact that

\[
Fm(K) \subseteq Fm(M) = Dom(Tr_1)
\]

and that $Tr_1 \upharpoonright Fm(K) = Id \upharpoonright Fm(K)$ which is the identity function. Hence we can choose

\[
T_1 := Tr_1 \upharpoonright Fm(L) \quad \text{and} \quad T_2 := Tr_2 \upharpoonright Fm(K),^{551}
\]
Assume $\varphi \in Fm(M)$ involves only common free variables of $K$ and $L$. Then

\[
M \models (T_2 \Tr_1 \varphi) \leftrightarrow \Tr_2 \varphi.
\]

\[
M \models (T_1 \Tr_2 \varphi) \leftrightarrow \Tr_1 \varphi.
\]

So in this “logical sense” the above diagram commutes.

For completeness, about the above diagram we also note the following commutativity property:

\[
T_2 \subseteq (\Tr_1)^{-1} \circ \Tr_2,
\]

\[
T_1 \subseteq (\Tr_2)^{-1} \circ \Tr_1.
\]

Here we note that $(\Tr_1)^{-1} \circ \Tr_2$ is a binary relation but not necessarily a function.

Using Theorem 4.3.27, and (23) way above, one can check that for all $\varphi \in Fm(K)$ and for all $\psi \in Fm(L)$, if $\varphi$ and $\psi$ use only variables of common sorts (of $K$ and $L$) then:

\[
(24) \quad M \models \varphi(\overline{z}) \leftrightarrow (T_2 \varphi)(\overline{z}),
\]

\[
M \models (T_1 \psi)(\overline{z}) \leftrightarrow \psi(\overline{z}), \quad \text{further}
\]

\[
(25) \quad K \models \varphi(\overline{z}) \leftrightarrow (T_1 T_2 \varphi)(\overline{z}),
\]

\[
L \models \psi(\overline{z}) \leftrightarrow (T_2 T_1 \psi)(\overline{z}).
\]

These statements can be interpreted as saying that $T_1$ and $T_2$ are kind of inverses of each other and that they establish a kind of logical isomorphism between equivalence classes of formulas in $Fm(K)$ and $Fm(L)$ involving free variables of common sorts only. For completeness, we note that (24–25) can be generalized to formulas involving free variables of arbitrary sorts by using Theorem 4.3.29. For formulating this generalized version of (24–25) one needs to use the formulas “code” as they were used in Theorem 4.3.29. E.g. the first line of (25) becomes

\[
K \models code(x, \overline{x}) \rightarrow [\varphi(x, \overline{z}) \leftrightarrow (T_1 T_2 \varphi)(\overline{x}, \overline{z})],
\]

where $x$ belongs to a sort of $K$ not in $L$, and $\overline{z}$ is a sequence of variables of common sorts of $K$ and $L$. Here $code(x, \overline{x})$ is the formula we get from combining the corresponding formulas.

\footnote{In passing, we also note that $T_1$ can be regarded as injective in the sense that if $\psi(\overline{z}), \gamma(\overline{z}) \in Fm(M)$ involve free variables of $K$ only then $[T_1(\psi) = T_1(\gamma) \Rightarrow M \models \psi(\overline{z}) \leftrightarrow \gamma(\overline{z})]$. Similarly for $T_2$ and $L$.}
belonging to $\mathcal{T}_1$ and $\mathcal{T}_2$. We leave the details of generalizing (23–25) to treating free variables not in the common language to the interested reader.

(We note that the generalization of (25) above reminds us of the notion of equivalence between two categories, in the sense of category theory.)

We hope, the above shows how and to what extent we consider two definitionally equivalent classes (and theories) as being essentially identical.

Application: definition of the observer-independent geometries with frame models.

We proved in this section that $\mathbf{Ge}(Th)$ is definable over $\mathbf{Mod}(Th)$, under some conditions on $Th$ (cf. Thm.4.3.22). We will see that if we add some more, reasonable, conditions\footnote{Ax$\otimes$ + Ax(ext) + Ax(eqtime). It can be seen that these conditions are sort of necessary for definability in the other direction.} on $Th$, then not only $\mathbf{Mod}(Th)$ is also definable over $\mathbf{Ge}(Th)$, but the much stronger statement holds that $\mathbf{Mod}(Th)$ and $\mathbf{Ge}(Th)$ are definitionally equivalent. Definitional equivalence is a very strong connection between our frame-models $\mathbf{Mod}(Th)$ and our observer-independent geometries $\mathbf{Ge}(Th)$, as we have just seen this in Remark 4.3.37 above. The methodological importance of these kinds of theorems (from the point of view of physics) was discussed in the introduction of §4.2.2 (p.152) and in the introduction to the present chapter (§4.1). The theorem below says that $\mathbf{Mod}(Th)$ and $\mathbf{Ge}(Th)$ are definitionally equivalent under some assumptions. But if two theories (or axiomatizable classes of models) are definitionally equivalent then this means that, basically, they are the same theory “represented” in two different ways; cf. Remark 4.3.37 (p.258) and the discussion on p.972 (in §4.3). The same applies to classes of models (like $\mathbf{Ge}(Th)$ and $\mathbf{Mod}(Th)$) in place of theories. Therefore our next theorem can be interpreted as saying that our observational world $\mathbf{Mod}(Th)$ is basically the same as our theoretical world $\mathbf{Ge}(Th)$. The theorem implies that our theoretical concepts are already available in $\mathbf{Mod}(Th)$ as “abbreviations” or “shorthands”\footnote{This direction can be interpreted as concluding that our theoretical concepts are acceptable (or well chosen) from the point of view of Machian-Einsteinian-Reichenbachian philosophy of theory making.}, and that in the other direction, our observational concepts (like observer, coordinate system etc.) are present in our theoretical world $\mathbf{Ge}(Th)$ as “abbreviations”.

**Theorem 4.3.38** $\mathbf{Mod}(Th)$ and $\mathbf{Ge}(Th)$ are definitionally equivalent, in symbols

$$\mathbf{Mod}(Th) \equiv_{\Delta} \mathbf{Ge}(Th),$$

assuming $n > 2$ and $Th \models \text{Bax}^5 + \text{Ax}(\text{Triv}_t)^- + \text{Ax}(|)^- + \text{Ax(eqtime)} + \text{Ax(ext)} + \text{Ax}(\vee) + \text{Ax}(\sqrt{\cdot}) + \text{Ax(diswind)}$.

Proof of Thm.4.3.38: Assume $n > 2$ and that $Th$ satisfies the assumptions of the theorem. Let $\text{Ge}^-(Th)$ be the topology free reduct of $\text{Ge}(Th)$. Let $\text{Ge}^-(Th) + T_0$ denote the expansion of $\text{Ge}^-(Th)$ with the subbase $T_0$ (of the topology) and the membership relation $\in_{Mn\times T_0}$ as indicated in Prop.4.3.19 on p.242. Hence, the models $\text{Ge}^-(Th) + T_0$ are of the form $\langle \mathcal{G}, T_0; \in_{Mn\times T_0} \rangle$ with $\mathcal{G} \in \text{Ge}^-(Th)$ and $T_0$, $\in_{Mn\times T_0}$ as indicated on p.242. By
the proof of Prop.4.3.19, $\text{Ge}^{-}(\text{Th}) + T_0$ is rigidly definable over $\text{Ge}^{-}(\text{Th})$. By this and by Lemma 4.3.36, we conclude that it is sufficient to prove $\text{Mod}(\text{Th}) \equiv_{\Delta} \text{Ge}^{-}(\text{Th})$ for proving $\text{Mod}(\text{Th}) \equiv_{\Delta} (\text{Ge}^{-}(\text{Th}) + T_0)$. According to our convention below (***) on p.155 we consider the latter sufficient for proving $\text{Mod}(\text{Th}) \equiv_{\Delta} \text{Ge}(\text{Th})$. Therefore to prove the present theorem, it enough to prove $\text{Mod}(\text{Th}) \equiv_{\Delta} \text{Ge}^{-}(\text{Th})$. We will do just this.

To prove $\text{Mod}(\text{Th}) \equiv_{\Delta} \text{Ge}^{-}(\text{Th})$, by Thm.4.3.35, it is enough to find a class $\mathcal{M}$ such that $\mathcal{M}$ is rigidly definable both over $\text{Mod}(\text{Th})$ and $\text{Ge}^{-}(\text{Th})$. Now, we turn to constructing such an $\mathcal{M}$. First, we define the vocabulary of $\mathcal{M}$. (The common vocabulary of $\text{Mod}(\text{Th})$ and $\text{Ge}^{-}(\text{Th})$ consists of the sort symbol $F$ and relation/function symbols $+, \cdot, \leq$.) Let $\text{Voc} \mathcal{M} := \langle \text{Voc} \text{Mod}(\text{Th}) + \text{Voc} \text{Ge}^{-}(\text{Th}) + (\text{relation symbols } O \text{ and } P), \text{where the rank of } O \text{ is } B, M_n, \ldots, M_n \rangle$ and the rank of $P$ is $\langle B, L \rangle$”. Now,

$$\mathcal{M} := \{ \langle \mathcal{M}, \mathcal{G}_M; O, P \rangle : \mathcal{M} \in \text{Mod}(\text{Th}),$$

$$O = \{ \langle m, w_m(0), w_m(1), \ldots, w_m(1_{n-1}) \rangle : m \in \text{Obs}^{\mathcal{M}} \},$$

$$P = \{ \langle ph, \{ e \in M_n : ph \in e \} \rangle : ph \in \text{Ph}^{\mathcal{M}} \} \}.$$

By the proof of Prop.4.3.18 (p.240) and Thm.4.3.22 (p.244) it is not hard to see that $\mathcal{M}$ is rigidly definable over $\text{Mod}(\text{Th})$. By Def.4.5.38 (p.310), and Claim 4.5.44 (p.315) in the proof of Prop.4.5.43 it is not hard to see that $\mathcal{M}$ is rigidly definable over $\text{Ge}^{-}(\text{Th})$.

Weak definitional equivalence

**Definition 4.3.39** Let $K$ and $L$ be two classes of models and let $f : K \rightarrow L$ be a function. We say that $f$ is a first-order definable meta-function iff for each $\mathcal{M} \in K$ $f(\mathcal{M})$ is first-order definable over $\mathcal{M}$ (in the sense of §4.3.2) and the definition of $f(\mathcal{M})$ over $\mathcal{M}$ is uniform, i.e. is the same for all choices of $\mathcal{M} \in K$.$^{554}$

A typical example for first-order definable meta-functions is e.g.
$\mathcal{G} : \text{Mod}(\text{Th}) \rightarrow \text{Ge}(\text{Th})$, where $\mathcal{G} : \mathcal{M} \mapsto \mathcal{G}_M$, if $\text{Th}$ is strong enough, cf. Thm.4.3.22 (p.244).

A similar example will be a kind of inverse to this function
$\mathcal{M} : \text{Ge}(\text{Th}) \rightarrow \text{Mod}(\text{Th})$, cf. Prop.4.5.41 (p.313) and Def.4.5.38 (p.310).

We note that if $f : K \rightarrow L$ is a surjective first-order definable meta-function then $L$ is definable over $K$; and, more generally, if $f : K \rightarrow L$ is a first-order definable meta-function then $Rng(f)$ is definable over $K$. In the other direction, if $L = \text{IL}$ is definable over $K$ then there is a first-order definable meta-function $f : K \rightarrow L$ such that $Rng(f)$ is $L$ up to isomorphism. To be able to claim this for the case when $L \neq \text{IL}$, we make the following convention.

---

$^{554}$A first-order definable meta-function (acting between classes of models) is a rather different kind of thing from an ordinary function like factorial : $N \rightarrow N$ definable in a model, say in $\mathcal{M} \in \text{Mod}$(Peano’s arithmetic), cf. Example 4.3.8(1) on p.226. (This is the reason why we call $f$ a meta-function and not simply a function.)
CONVENTION 4.3.40 (Class form of the axiom of choice)
In connection with the above definition, for simplicity, throughout the present chapter we assume the class form of the axiom of choice. More concretely we assume that our set theoretic universe \( V \) is well-orderable by the class \( \text{Ordinals} \) of ordinal numbers. I.e. there is a bijection

\[
f : \text{Ordinals} \longrightarrow V.
\]

This implies that any proper class is well-orderable and therefore there exists a bijection between any two proper classes.

![Diagram](image)

Figure 96: Examples for first-order definable meta-functions \( f \) and the induced translations between theories. For more explanation in connection with this picture cf. item (III) of Remark 4.5.14, pp. 294–295. The corresponding theories are labelled by the same numbers. E.g. \( \text{BA} \) is interpreted in “groups”, “lattices” in “posets” etc. Here \( f \), or the pair \( (f, \text{Tr}_f) \), or \( \text{Tr}_f \) are (often) called interpretations, cf. footnote 1022 on p.1023 in AMN [18]. E.g. \( \text{Tr}_f \) interprets group theory in \( \text{BA}-\text{theory} \). Equivalently \( f \) interprets \( \text{BA} \)’s in groups. (This figure also serves as an illustration for Prop.4.3.41, p.264.)

The following proposition makes connections between the following three things: (i) “interpretations” of one theory in another, (ii) first-order definable meta-functions \( f : K \longrightarrow L \) between classes of models, and (iii) definability of a class \( \text{Rng}(f) \) over another class \( K \), see Fig.96. In this context the function \( \text{Tr}_f \) (in the proposition) below is what we call an interpretation (or translation). Cf. item (III) of Remark 4.5.14 on p.294; and footnote 1022 on p.1023 in AMN [18] for the intuitive idea behind interpretations.\(^{555}\) In particular the proposition says that any first-order definable meta-function \( f : K \longrightarrow L \) induces a natural syntactical

---

\(^{555}\)In the one-sorted case an interpretation \( \text{Tr} : \text{Fm}(L) \rightarrow \text{Fm}(K) \) is the same thing as a cylindric algebraic homomorphism between the cylindric algebras of formulas \( \text{Fm}(L) \) and \( \text{Fm}(K) \). I.e. if we endow \( \text{Fm}(L) \) with the cylindric algebraic structure (of first-order formulas) and do the same with \( \text{Fm}(K) \) then the homomorphisms between the two algebras of formulas are typical examples of interpretations.
translation mapping from the language $Fm(L)$ of $L$ to that of $K$. Moreover, this translation is meaning preserving w.r.t. the semantical function $f$.\footnote{Translation functions of the type $Tr : Fm(L) \rightarrow Fm(K)$ play an important role in the present work. They have two important features: (i) they are meaning preserving, and (ii) they respect the logical structure of the languages involved, e.g. $\neg Tr(\varphi) = Tr(\neg \varphi)$ and analogously for the remaining parts of our logic. (We do not discuss property (ii) explicitly, but since it is important we mention that it is discussed in the algebraic logic works e.g. in Andriška et al. [31].) In other words (ii) could be interpreted as saying that our translation mappings are grammatical, i.e. they respect the grammar of the languages involved. Cf. Remark 4.3.30 on p.250.}

**Proposition 4.3.41** Assume $f : K \rightarrow L$ is a first-order definable meta-function. Then there is a “natural” translation mapping

$$Tr_f : Fm(L) \rightarrow Fm(K)$$

such that for every $\varphi(\bar{x}) \in Fm(L)$ with all free variables belonging to common sorts of $K$ and $L$ \footnote{i.e. to $Voc_0K \cap Voc_0L$}, $\mathfrak{A} \in K$ and evaluation $\bar{a}$ of $\bar{x}$ in the common sorts (i.e. universes) of $\mathfrak{A}$ and $f(\mathfrak{A})$ the following holds.\footnote{We note that the formulas $\varphi$ and $Tr_f(\varphi)$ have the same free variables (therefore the statement below makes sense).}

$$f(\mathfrak{A}) \models \varphi[\bar{a}] \iff \mathfrak{A} \models Tr_f(\varphi)[\bar{a}].$$

*Cf. Fig.96.*

**Proof:** The proposition follows easily by Thm.4.3.27 (first translation theorem) on p.245. In more detail: Assume $f : K \rightarrow L$ is a first-order definable meta-function. Then there is an expansion $K^+$ of $Rng(f)$ such that $K^+$ is definable over $K$ without taking reducts. Then, by Thm.4.3.27, there is a translation mapping $Tr : Fm(K^+) \rightarrow Fm(K)$ such that $(\ast)$ in Thm.4.3.27 holds. Let $Tr_f := Tr \upharpoonright Fm(L)$. One can check that $Tr_f$ has the desired properties.\[\square\]

We will have results analogous to the conclusion of Prop.4.3.41 above at various points in the remaining part of this chapter, cf. e.g. Thm.4.5.42 on p.315.

The following is a weaker form of definitional equivalence. We will use it e.g. in Thm.4.5.26 (p.303).

**Definition 4.3.42** (Weak definitional equivalence) Let $K$, $L$ be two classes of models. $K$ and $L$ are called *weakly definitionally equivalent*, in symbols

$$K \equiv^w_L,$$

iff there are first-order definable meta-functions

$$f : K \rightarrow L \quad \text{and} \quad g : L \rightarrow K$$

such that for any $\mathfrak{M} \in K$ and $\mathfrak{G} \in L$, (i) and (ii) below hold.

$$\begin{align*}
(i) \quad & (f \circ g)(\mathfrak{M}) \cong \mathfrak{M} \quad \text{and} \quad (g \circ f)(\mathfrak{G}) \cong \mathfrak{G}, \quad \text{and} \\
(ii) \quad & \text{Moreover there is an isomorphism between the two structures } \mathfrak{M} \text{ and } (f \circ g)(\mathfrak{M}) \text{ which is the identity map on the reduct } \mathfrak{M} \upharpoonright (VocK \cap VocL) \footnote{VocK \cap VocL is the common part of the vocabularies of K and L.} \text{ of } \mathfrak{M}. \text{ Similarly for structures } \mathfrak{G} \text{ and } (g \circ f)(\mathfrak{G}).
\end{align*}$$
Intuitively, $K$ and $L$ are weakly definitionally equivalent iff they are definable over each other and the first-order definable meta-functions induced by these definitions are inverses of each other up to isomorphism.

**PROPOSITION 4.3.43** Assume $K, L$ are two classes of models. Then

$$K \equiv_{\Delta} L \Rightarrow K \equiv^w_{\Delta} L,$$

i.e. if $K$ and $L$ are definitionally equivalent then they are also weakly definitionally equivalent.

We omit the proof. □

In connection with the above proposition we note that the other direction does not hold in general, i.e.

$$K \equiv^w_{\Delta} L \not\Rightarrow K \equiv_{\Delta} L.$$  

This (i.e. $\not\Rightarrow$) is so even if we assume that $K$ and $L$ are both axiomatizable, cf. Examples 4.3.46 (p.266) and Thm.4.5.26 (p.303).

Examples come at the end of this section.

**Remark 4.3.44** Assume that $f: K \rightarrow L$ and $g: L \rightarrow K$ are first-order definable meta-functions as in Def.4.3.42. Then $Rng(f)$ is $L$ up to isomorphism and $Rng(g)$ is $K$ up to isomorphism. Moreover, for every $A \subseteq L$ there is $A' \subseteq Rng(f)$ such that there is an isomorphism between the structures $A$ and $A'$ which is the identity map on the reduct $A \upharpoonright (VocK \cap VocL)$ of $A$; and the analogous statement holds for every $B \subseteq K$.

□

The following proposition says that if $K \equiv^w_{\Delta} L$ then the language $Fm(K)$ of $K$ can be translated into the language $Fm(L)$ of $L$ in a meaning preserving way and vice-versa; more precisely these translations work well for the sentences only or more generally for those formulas which contain only such free variables that range over the common sorts of $K$ and $L$. Moreover these translation mappings are inverses of each other (up to logical equivalence “$\leftrightarrow$”). We note that if in addition we have $\equiv_{\Delta}$ in place of $\equiv^w_{\Delta}$ then this nice, meaning preserving translation mapping extends to all formulas, cf. the end of Remark 4.3.37 on p.260.

**PROPOSITION 4.3.45** Assume $K \equiv^w_{\Delta} L$. Then there are “natural” translation mappings

$$T_f: Fm(L) \rightarrow Fm(K) \quad \text{and} \quad T_g: Fm(K) \rightarrow Fm(L)$$

such that for every $\varphi(\bar{x}) \in Fm(L)$, $\psi(\bar{y}) \in Fm(K)$ with all their free variables belonging to common sorts of $K$ and $L$, $A \subseteq L$ and $B \subseteq K$, and evaluations $\bar{a}, \bar{b}$ of the variables $\bar{x}, \bar{y}$, respectively, (i)-(iv) below hold, where $f$ and $g$ are as in Def.4.3.42.

(i) $f(B) \models \varphi(\bar{a}) \leftrightarrow B \models T_f(\varphi)(\bar{a})$ and $g(A) \models \psi(\bar{b}) \leftrightarrow A \models T_g(\psi)(\bar{b})$.

(ii) $A \models \varphi(\bar{a}) \leftrightarrow g(A) \models T_f(\varphi)(\bar{a})$ and $B \models \psi(\bar{b}) \leftrightarrow f(B) \models T_g(\psi)(\bar{b})$.

(iii) $A \models \varphi(\bar{x}) \leftrightarrow (T_f \circ T_g)(\varphi)(\bar{x})$ and $B \models \psi(\bar{y}) \leftrightarrow (T_g \circ T_f)(\psi)(\bar{y})$.

560 Sentence means closed formula, i.e. formula without free variables.

561 i.e. $K \equiv_{\Delta} L$
(iv) \( L \models \varphi \iff K \models T_f(\varphi) \) and \( K \models \psi \iff L \models T_g(\psi) \).

**Proof:** Item (i) of the proposition follows by Prop.4.3.41 above. Items (ii)–(iv) follow by item (i) and Remark 4.3.44. \( \blacksquare \)

In connection with Prop.4.3.45 above cf. Remark 4.3.37 on p.258. We will have results analogous to the conclusion of Prop.4.3.45 above at various points in the remaining part of this chapter, cf. e.g. Thm.4.5.12 on p.291.

**Examples 4.3.46** In all three examples below we state \( K \not\equiv_\Delta L \) for some classes \( K, L \). In all three examples we can use item (6) on p.257 to prove \( K \not\equiv_\Delta L \).

1. Let \( K \) be the class of two-element algebras without operations. I.e.

\[
K = \{ A : |A| = 2 \}.
\]

Let \( L \) be the class of two-element ordered sets. Important: The sort symbol of \( K \) and the sort symbol of \( L \) are different. Then

\[
K \equiv^u_\Delta L, \quad \text{but} \quad K \not\equiv_\Delta L.
\]

2. Let \( K_2 \) be the same as \( K \) was in item 1. above. Let \( K_3 \) be the class of three element algebras without operations. Let the sort symbols of \( K_2 \) and \( K_3 \) be different. Then

\[
K_2 \equiv^u_\Delta K_3, \quad \text{but} \quad K_2 \not\equiv_\Delta K_3.
\]

3. More sophisticated example, **affine structures**: Let \( AB \) be the class of Abelian (i.e. commutative) groups.

Assume \( \mathfrak{G} = \langle G; +, -, 0 \rangle \in AB \).

We define the affine relation \( R_+ \) on \( G \) as follows.

\[
R_+(a, b, c, d, e, f) \iff (a - b) + (c - d) = (e - f).
\]

The **affine structure** associated with the group \( \mathfrak{G} \) is

\[
\mathfrak{A}_\mathfrak{G} := \langle G; R_+ \rangle.
\]

The class of affine structures is

\[
Af := \{ \mathfrak{A}_\mathfrak{G} : \mathfrak{G} \in AB \}.
\]

Let the sort symbols of \( AB \) and \( Af \) be different. Claim:

\[
AB \equiv^u_\Delta Af, \quad \text{but} \quad AB \not\equiv_\Delta Af.
\]

Hint: Definability of \( Af \) over \( AB \) is trivial. Definability of \( AB \) over \( Af \): Let \( \langle G; R_+ \rangle \in Af \). We define a new relation \( eq \) as follows.

\[
\langle a, b \rangle \ eq \ \langle c, d \rangle \iff R_+(a, b, a, c, d, d).
\]

Let us notice that \( eq \) is an equivalence relation on \( G \times G \). Now, let

\[
A := G \times G/eq
\]
be a new sort. Further
\[
\langle a, b \rangle_{/eq} \elleq \langle c, d \rangle_{/eq} \iff \langle e, f \rangle_{/eq} \elleq \iff R_+ (a, b, c, d, e, f).
\]

Now, defining the rest of the Abelian group \( \langle A, +, \ldots \rangle \) over the affine structure \( \langle G; R_+ \rangle \) is left to the reader.

The proof of \( \not\equiv \Delta \) is based on looking at the large number of automorphisms of the affine structure \( \langle G; R_+ \rangle \). We omit the details. (The idea is similar to that of example 1.)

Remark 4.3.47 (Making \( \equiv w \Delta \) strong by using parameters)
Consider the applications of \( \equiv w \Delta \) in items (i), (ii) below.

(i) In Thm.4.5.23 (p.301) it is stated that

\[
(\text{Fields}) \equiv_w \Delta (\text{pag-geometries}).
\]

Theorems 4.5.19, 4.5.26 are analogous.

(ii) \( \text{Mod}(Th) \equiv_w \Delta \text{Mog}(TH) \) for certain choices of \( Th, \ TH \), where the class \( \text{Mog}(TH) \) of geometries is defined on p.326. We note that this is not proved or even stated in the present work, but it can be proved.

Now, if in the context (or background) of items (i), (ii) above we replace the notion of definability by parametric definability using finitely many parameters only (in the usual sense cf. p.235 and p.223, immediately below Remark 4.3.4, or e.g. Hodges [130, pp. 27–28])\(^{562} \) then we will obtain that the classes in question e.g. \( \text{Mod}(Th) \) and \( \text{Mog}(TH) \) become definitionally equivalent in this weaker parametric sense. (I.e. they have a single common parametrically definable definitional expansion etc.) More concretely we could add \((n + 1)\)-many new constants to \( \text{pag} \) geometries such that

\[
(\text{Fields}) \equiv \Delta (\text{pag-geometries} + \text{these constants}).
\]

Completely analogous improved versions of Theorems 4.5.19, 4.5.26 (pp. 300, 303) are also true.

Also we could add \( n + 1 \) new constants to \( \text{Mog}(TH) \) and a constant (a distinguished observer) to \( \text{Mod}(Th) \) yielding

\[
(\text{Mod}(Th) + \text{new constant}) \equiv \Delta (\text{Mog}(TH) + \text{new constants}),
\]

for certain choices of \( Th \) and \( TH \). This works even if we assume \( \text{Ax(eqtime)} \in Th \) (cf. Conjecture 4.5.58 on p.329).

It is these new auxiliary constants which are called parameters in the theory of parametric definability.

We leave elaborating the details of this parametric direction to the interested reader.

\(^{562}\) Parametric definability is a slightly weaker notion than definability.
4.3.5 A generalization of Beth’s theorem. Connections with the literature.

Many-sorted definability theory with new sorts (i.e., the notion of implicit and explicit definition) is a generalization of one-sorted definability theory (without new elements) discussed in traditional logic books. This observation leads to several natural questions which we discuss here only tangentially. One of these is the question whether Beth’s theorem (about the equivalence of the two notions of definability) generalizes to our present case. Note that Thm. 4.3.31 already establishes a connection between “syntactical aspects” (like existence of translation functions) and “semantical aspects” (like constructibility with means of steps (1)–(2.1)) of definability.

**THEOREM 4.3.48** Assume $K = \text{Mod}(\text{Th}(K))$ is a reduct of $K^+$ such that $K^+$ has only finitely many sorts. Assume that the language of $K^+$ is countable, and that $K$ has a sort with more than one element. Then (i) and (ii) below are equivalent.

(i) $K^+$ is implicitly definable over $K$ without taking reducts.

(ii) $K^+$ is rigidly explicitly definable over $K$.

**Outline of proof:** The proof uses Thm. 4.3.31 and Gaifman’s theorem (cf. Hodges [130, Thm. 12.5.8, p.645]), which is about one-sorted structures, together with ideas from Pillay & Shelah [213], and can be found in Andréka-Madarász-Németi [21]. Here we outline the main steps in that proof.

First we show that we may assume that $K^+$ is axiomatizable, too. Here we can use the corollary of Thm. 4.3.31 that if $K$ is axiomatizable and $K \equiv_\Delta K^+$, then $K \equiv_\Delta \text{Mod}(\text{Th}(K^+))$, too.

Let $T = \text{Th}(K^+)$ denote the one-sorted version of $\text{Th}(K^+)$ such that there is an additional unary relation $P$ which denotes the union of universes of sort those of $K$. (I.e. $P$ denotes the “old universes” inside the new universes.)

In the literature there are three properties for one-sorted theories which are useful for us, these are the following: $T$ has the reduction property, $T$ is coordinatized over $P$ and $T$ is rigidly relatively categorical over $P$, cf. Hodges [130]. We have mentioned these properties in footnotes so far, but see also the following part about connections with the literature and Figure 97. Gaifman’s theorem (which is based on the Chang-Makkai definability theorem) states that the latter two properties coincide for countable languages when $T$ is complete and has infinite models. In AMN [21] we showed that the conditions on $T$ can be eliminated. Further, using our Thm. 4.3.31 and that we have only finitely many sorts, we proved that $K \equiv_\Delta K^+$ iff $\text{Th}(K^+)$ is coordinatized over $P$ and $K^+$ is implicitly definable over $K$ without taking reducts iff $\text{Th}(K^+)$ is rigidly relatively categorical over $P$. This finishes the proof of Thm. 4.3.48. 

**COROLLARY 4.3.49** (Beth’s theorem generalized to defining new sorts) Assume $K = \text{Mod}(\text{Th}(K))$ is a reduct of $K^+$ such that $K^+$ has only finitely many sorts. Assume that the language of $K^+$ is countable, and that $K$ has a sort with more than one element. Then (i) and (ii) below are equivalent.

(i) $K^+$ is implicitly definable over $K$.

(ii) $K^+$ is explicitly definable over $K$. 

QUESTION 4.3.50 Can Theorem 4.3.48 and Corollary 4.3.49 above be generalized to the case when infinitely many sorts are allowed? (First one has to generalize the definition of explicit definability. This can be done easily, e.g. we may allow iteration of steps (1), (2.1), (2.2) along an infinite ordinal, taking “unions” of ascending chains of expansions in the limit steps.)

The above question seems to be more about logic than about relativity, so we do not discuss it here.

Connections with the literature

For investigations related to definability of new sorts as discussed in the present section (§4.3 herein) we refer to Hodges [130] Chapter 12, and within that chapter to §12.5 (pp.638-652). E.g. p.638 last 3 lines – p.639 line 9 discusses generalizability of Beth’s theorem, and similarly for p.645 line 6, p.649 lines 5-6. (We would also like to point out Exercises 13, 14 on p.649 of [130].) We also refer to Myers [197], Hodges-Hodkinson-Macpherson [131], Pillay-Shelah [213], Shelah [234]. In passing we note that our subject matter (i.e. definability of new sorts) is related to the directions in recent (one-sorted) model theory called “relative categoricity” or “categoricity over a predicate”, and “theory of stability over a predicate”.

Below we outline some connections between our notions and the ones used in a substantial part of the above quoted (one-sorted) literature. We will systematically refer to Hodges [130],

Assume $K^+ = \text{Mod}(\text{Th}(K^+))$ and that $K$ has finitely many sorts $U_0, \ldots, U_k$. Let $P = U_0 \cup \ldots \cup U_k$ be the union of these sorts regarded as a unary predicate. Then:

1. “$K^+$ is implicitly definable up to isomorphism over $K$” is equivalent to “$\text{Th}(K^+)$ is relatively categorical over $P$”.

2. “$K^+$ is implicitly definable without taking reducts over $K$” is equivalent to “$\text{Th}(K^+)$ is rigidly relatively categorical over $P$”.

3. “$K^+$ is explicitly definable over $K$” is not equivalent to “$\text{Th}(K^+)$ is coordinatizable over $P$”.

4. “$K^+$ is a definitionally equivalent expansion of $K$” is equivalent to “$\text{Th}(K^+)$ is coordinatized over $P$”.

In items (1)-(4) above, on the left hand side we have many-sorted notions, while on the right-hand side we have one-sorted notions (like relative categoricity). So it needs some explanation what we mean by claiming their equivalence. The answer is the following: First we translate our many-sorted notions into one-sorted ones (by treating the sorts as unary predicates of one-sorted logic) the usual, natural way, and then we claim that the so translated version of our many-sorted notion is equivalent into the other one-sorted notion quoted from Hodges [130]. E.g., the so elaborated version of item (1) looks like the following. “The one-sorted translation of ($K^+$ is implicitly definable up to isomorphism over $K$)” is equivalent to “(the
one-sorted version of $\text{Th}(K^+)$ is relatively categorical over $P"$. The point here is that relative categoricity is defined only for one-sorted logic in Hodges [130]. Therefore, to use it as a possible equivalent of (our many-sorted) “implicit definability up to isomorphism”, first we have to translate everything into one-sorted logic, and then make the comparison. Indeed, items (1)-(4) are understood this way. They are proved in AMN [21].

Connections between the various notions of definability

Figure 97 below shows the connections between the various notions introduced in this sub-section. It also indicates the above outlined connections with some notions used in the literature (relative categoricity, coordinatizability). The connections indicated are fairly easy to show, except for the following proposition (and, of course where Theorem 4.3.48 and Corollary 4.3.49 are indicated).

![Diagram showing connections between various notions of definability]

Figure 97: Connections between the various notions of definability. We assume that $K = \text{Mod}(\text{Th}(K))$ is a reduct of $K^+$ such that $K^+$ has only finitely many new sorts. We also assume that the language of $K^+$ is countable, and that $K$ has a sort with more than one element. On the figure we write “implicitly definable without taking reducts” for “$K^+$ is implicitly definable over $K$ without taking reducts”, and similarly for the other notions. For the implication “implicitly definable” to “implicitly definable up to isomorphism” we need the extra assumption $K^+ = \text{Mod}(\text{Th}(K^+)).$

**Proposition 4.3.51 (Hodges [130])** Assume the hypotheses of Theorem 4.3.48 (which are the same as the hypotheses used in Figure 97). Then “$K^+$ is implicitly definable over $K$ up to isomorphism” does not imply “$K^+$ is implicitly definable over $K$.”
4.3.5 BETH THEOREM FOR MANY-SORTED DEFINABILITY

**Proof:** A 6-element counterexample proving this is given in Hodges [130, Example 2 on p.625]. There two structures are defined, A and B, with A a reduct of B. B is implicitly definable up to isomorphism over A (this follows from the fact that B is finite). At the same time, B is not definable implicitly over A, because A has an automorphism α of order 2 (i.e. $\alpha \circ \alpha = Id_A$) which cannot be extended to an automorphism $\beta$ of B of order 2. Indeed, if B was implicitly definable over A, then an expansion $B^+$ of B would be implicitly definable over A without taking reducts. Hence the automorphism $\alpha$ would extend to an automorphism $\beta$ of $B^+$. Since the identity of A extends to a unique automorphism of $B^+$, then $\beta \circ \beta = Id_{B^+}$ should hold. But then $\beta \upharpoonright B$ would be an automorphism of B of order 2 and extending $\alpha$. (Cf. Thm.12.5.7 in [130, p.644].) Since A and B are finite structures, we can take $K = I\{A\}$ and $K^+ = I\{B\}$, and then the hypotheses of Proposition 4.3.51 hold for K and $K^+$. This finishes the proof. ■

**On the choice of basic steps in explicit definability**

**Remark 4.3.52 (Forming disjoint union of two sorts)** For didactical reasons we will refer to items (1)-(2.2) as steps (1)-(2.2) to emphasize their roles in constructing an explicit definition (for some new class $K^+$) in a step-by-step manner.

We could have included in this list of steps as step (2.3) the definition of a new sort as a disjoint union of two old sorts. This goes as follows:

Assume $U_k, U_m$ are old sorts, i.e. sorts of $\mathcal{M}$, while $U^{new}$ is not a sort of $\mathcal{M}$. Then, we can define the new sort as

$$U^{new} := U_k \cup U_m$$

with two injections

$$i_1 : U_k \rightarrow U^{new} \quad \text{and} \quad i_2 : U_m \rightarrow U^{new}$$

such that $U^{new}$ is the union of $Rng(i_1)$, $Rng(i_2)$ and $Rng(i_1) \cap Rng(i_2) = \emptyset$. Here $k = m$ is permitted. But even if $k = m$, $i_1$ and $i_2$ are different. Now the expanded model is

$$\mathcal{M}^+ := \langle \mathcal{M}, U^{new}; i_1, i_2 \rangle.$$  

We note that such an $\mathcal{M}^+$ is always implicitly definable over $\mathcal{M}$, further all the nice properties of explicit definitions\(^{563}\) in items (1)-(2.2) hold for this new kind of explicit definition which from now on we will consider as step (2.3) of explicit definability.

All the same, we do not include step (2.3) into the list of permitted steps of building up an explicit definition. We have two reasons for this.

(i) Step (2.3) can be reduced to (or simulated by) steps (1)-(2.2). Namely, assume $\mathcal{M}^+$ is defined from $\mathcal{M}$ by using step (2.3). Assume further that $\mathcal{M}$ has a sort $U_i$ with more than one elements (i.e. $|U_i| > 1$). Then by using steps (1)-(2.2) one can define an expansion $\mathcal{M}^{++}$ from $\mathcal{M}$ such that $\mathcal{M}^+$ is a reduct of $\mathcal{M}^{++}\(^{564}\).

Further:

(ii) We will not need step (2.3) in the present work. I.e. in the logical analysis of relativity, explicit definitions of form (2.3) did not come up so far.

---

\(^{563}\)As an example we mention that explicitly defined symbols can be eliminated from the language, cf. subsection 4.3.3 on p.245.

\(^{564}\)More precisely there is a *unique* isomorphism $h$ between $\mathcal{M}^+$ and this reduct of $\mathcal{M}^{++}$ such that $h \upharpoonright \mathcal{M}$ is the identity function.
4.3 Definability in Many-Sorted Logic

Item (i) above shows that adding step (2.3) to the permitted steps of explicit definitions would increase the collection of sorts and relations definable over \(\mathcal{M}\) only in the pathological case when all universes of \(\mathcal{M}\) have cardinalities \(\leq 1\).

Therefore while noting that step (2.3) could be included without changing the theory of explicit definability significantly, we do not include it. However, sometimes (in some intuitive text) when we want to get "dreamy" we might refer to explicit definability as involving four steps (1)—(2.3).  

Remark 4.3.53 One might want to develop a more systematic understanding of what explicit definitions are. For such a more systematic understanding of explicit definitions let us rearrange the basic steps into steps (1*)—(5*) below.

1. Definition of new relations \(R_{\text{new}}\) explicitly the classical way (as in item (1) on p.231).
2. Definition of new sorts as *direct products* of old sorts together with projection functions \((U_{\text{new}} := U_i \times U_j \text{ etc})\) (as in item (2.1) on p.232).
3. Definition of new sorts as *disjoint unions* of old sorts together with inclusion functions \((U_{\text{new}} := U_i \cup U_j \text{ etc})\) (as in item (2.3) on p.271).
4. Definition of a new sort as a definable **subset** of an old sort together with an inclusion function. I.e.
   \[ U_{\text{new}} := \{ x \in U_i : \mathcal{M} \models \psi(x) \} \]
   and \(i_{\text{new}} : U_{\text{new}} \rightarrow U_i\) is the usual inclusion function. The expanded model is \(\mathcal{M}^+ = \langle \mathcal{M}, U_{\text{new}}; i_{\text{new}} \rangle\).
5. Definition of a new sort as a definable **quotient** of an old sort exactly as in item (2.2) on p.234 (i.e. \(U_{\text{new}} = U_i/R \text{ etc})\).

Now, an explicit definition in the new sense is given by an arbitrary sequence (i.e. iteration) of steps (1*)—(5*) above.

If we disregard the trivial case when all sorts are singletons or empty, then explicit definitions in the new sense are equivalent to explicit definitions as introduced in §4.3.2. We leave checking this claim to the reader.

We would like to point out that explicit definitions as built up from steps (1*)—(5*) are not ad-hoc at all. In the category theoretic sense the formation of disjoint unions is the *dual* of the formation of direct products and the formation of sub-universes (or sub-structures) is the dual of the formation of quotients. So, we are left with two basic steps and their duals.

It is interesting to note that our steps (2*)—(5*) correspond to basic operations producing new models from old ones. (Indeed if \(U_i\) is a universe of \(\mathcal{M}\) then we can restrict \(\mathcal{M}\) to \(U_i\) and then we obtain a one-sorted reduct of \(\mathcal{M}\) with universe \(U_i\). Hence creating new sorts from old ones is not unrelated to creating new models from old ones. All the same, we do not want to stretch this analogy too far.)

What we would like to point out here, is that steps (2*)—(5*) seem to form a natural, well balanced set of basic operations, while step (1*) has been inherited from the classical theory of definability.

Further, we note that while selecting our basic steps (e.g. steps (1*)—(5*) above) we had to be careful to keep them implicitly definable i.e. they should not lead to "explicitly definable things" which are not implicitly definable. Therefore operations like formation of powersets...
4.3.5 BETH THEOREM FOR MANY-SORTED DEFINABILITY

cf. Example 4.3.9(1) (or all finite subsets of a set cf. Example 4.3.9(6))\textsuperscript{565} are ruled out from the beginning.

Further recent results on definability theory (sometimes in algebraic form\textsuperscript{566}) are in Madarász [167], [164], [163], Madarász-Sayed [178], Hoogland [134].

Some further results on definability: As we mentioned, the importance, for relativity, of the logical theory of definability was pointed out already in 1924 by Reichenbach in his relativity book [218]. Reichenbach credits the origins of definability theory to David Hilbert by referring to Hilbert’s 1921 book of the foundations of geometry (cf. [218, p.3]). The recognition of the importance of definability for relativity theory has been more and more recognized ever since, cf. e.g. Friedman [91]. As it turns out in the Appendix (“Why exactly FOL”) of AMN [18], it is relevant to the present investigations to study properties of different logical systems. Indeed, this is the subject matter of the general theory of logics (cf. e.g. Barwise-Feferman [45], or András-Németi [205] and also of algebraic logic, cf. e.g. Adráka-Németi-Sain [31] or Madarász [170]. The subject matter of studying definability properties of various logical systems and to characterize them algebraically was initiated by Alfred Tarski and his followers (cf. Pigozzi [212]) and Daigneault [65]. There are more than one definability properties, one of them is the already discussed “Beth definability property” while another rather important one is the so-called Craig interpolation property. Pigozzi [212] formulated the question of finding the precise algebraic counterpart of the Craig property.\textsuperscript{567} Several authors worked on this problem, and the final answer was found in Madarász [164, 166] which says that this counterpart is exactly the so-called super-amalgamation property (SUPAP for short). Related results are in Madarász [161],[165]. Having found the algebraic counterpart of this important logical property, the following papers contain results on the question which classes of algebras have the algebraic counterpart of one or the other of the distinguished definability properties: Madarász [163], [167], Madarász-Sayed [178]. Using the above mentioned kinds of equivalence results, these papers answer the question of which logics have the definability property in question. In particular, Madarász [167] answers questions implicit in the classical paper Henkin-Tarski [123] concerning logics of schemas\textsuperscript{568} of formulas. In passing we note that all the questions that remained open in the historical paper Pigozzi [212] \textsuperscript{569} are answered in Madarász [167]. (A survey of all the answers is given in Madarász-Sayed [178].)

\textsuperscript{565} Seeing that $P_{\omega}(U_i)$ leads to problems (i.e. checking Example 4.3.9(6)) is not obvious, it is not necessary to check this for understanding this work.

\textsuperscript{566} Cf. our section on duality theory (in particular §A.3).

\textsuperscript{567} The question seems to go back to Tarski.

\textsuperscript{568} To illustrate the importance of the question, we note that most mathematicians use schemas of formulas instead of single formulas (think of the induction axiom schema of Peano’s Arithmetic as an example).

\textsuperscript{569} which is often regarded as a companion of Henkin-Monk-Tarski [120], cf. the references in [120] to this paper.
4.4 On the connection between Tarski’s language for geometry and ours (both in first-order logic), and some notational convention

In this section we heavily use the results and methods of §4.3 (“Definability of new sorts”), and the content of this section will be used in §4.5.2 (“Coordination”) way below.

In connection with the present section it might be useful for the non-logician reader to have a look at the Appendix (entitled: “Why first order logic?”) on higher-order logic versus first-order logic in AMN [18, p.1245].

In the discussion below we say “the language” and then instead of specifying the language we have in mind we write down a typical structure of the language. We hope, this causes no confusion.

Tarski uses the language

\[ G_{Ta} = \langle Points; \text{Col}, \text{“extra relations”} \rangle, \]

while we use the language

\[ G_{We} = \langle Points, Lines; \in, \text{“extra relations”} \rangle \]

for studying geometry, where \( \text{Col} \subseteq ^{3}\text{Points} \) is a ternary relation called collinearity, while \( \in \subseteq \text{Points} \times \text{Lines} \) is the usual incidence relation of geometry. Since the “extra relations” part is essentially the same for both approaches, let us compare \( \langle Points; \text{Col} \rangle \) and \( \langle Points, Lines; \in \rangle \). Intuitively \( \text{Col}(a, b, c) \) holds iff \( a, b, c \) are on the same line. Now, we claim that the two langauges (that of \( G_{Ta} \) and \( G_{We} \)) are of the same expressive power i.e. they are definitionally equivalent, under some very mild conditions; this claim will be formulated as Prop. 4.4.2 below (where information on the proof will also be given). Cf. also e.g. Example 4.3.16 (p.238). It remains to simulate the incidence relation “\( \in \)”. We do this by postulating \( c \in \langle a, b \rangle \) iff \( \text{Col}(a, b, c) \) holds.

A detailed explanation of the connections between our two-sorted language and structures \( \langle Points, Lines; \in \rangle \) and Tarski’s one-sorted version \( \langle Points; \text{Col} \rangle \) is given both in our definability section §4.3 together with items 4.4.2 herein and 6.5.6 in AMN [18], in Givant [98, pp.582-584], and in Appendix A of Goldblatt [102]. Cf. also the first 6 lines on p.viii of [102]. We would like to emphasize that the difference between the two languages is only “notational”, cf. Remark 4.3.37 (p.258), the intuitive text above that remark and Prop. 4.4.2.

To formulate the conditions which we need to prove definitional equivalence between Tarski’s language and ours we introduce axiom \textbf{Det} in the language of \( \langle Points, Lines; \in \rangle \) and axiom \textbf{det} in the language of \( \langle Points; \text{Col} \rangle \). The acronym “\textbf{Det}” abbreviates “points determine lines”. Similarly for “\textbf{det}”.

\[ ^{570}\text{Actually instead of } \text{Col} \text{ Tarski uses } \text{Bw}, \text{but } \text{Col} \text{ is definable from } \text{Bw} \text{ (in Tarski’s geometries).} \]

\[ ^{571}\text{Sometimes we write “Points, Lines” instead of “Mn, L” only to sound more intuitive or more suggestive.} \]

\[ ^{572}\text{More precisely the theory of the language } \langle \text{Points, Lines; } \in \rangle \text{and another one of the language } \langle \text{Points; Col} \rangle \text{are definitionally equivalent assuming very mild axioms on both sides. Cf Def.4.3.33 (p.255) for definitional equivalence.} \]

\[ ^{573}\text{We note that } \text{Col} \text{ (definable from } \text{Lines} \text{) is slightly different from } \text{coll} \text{ (which was defined from } \text{Bw}, \text{on p.159 way above). Cf. Item 4.5.36, p.308.} \]
\(\mathbf{Det}\) (\(\forall p, q \in \text{Points}\) (\(\forall \ell, \ell' \in \text{Lines}\) \(\left[ (p \neq q \land p, q \in \ell \cap \ell') \rightarrow \ell = \ell' \right] \land\)

\((\forall \ell \in \text{Lines}) (\exists p, q \in \text{Points}) \left[ p \neq q \land p, q \in \ell \right] \).

Intuitively, two different lines intersect each other in at most one point; and on each line there are at least two points.

Note that axiom \(\mathbf{Det}\) is an extra possible assumption about our frame models \(\mathcal{M}\) considered in this section. At the end of this section, we will return to discussing the role of axiom \(\mathbf{Det}\).

Below we introduce axiom \(\mathbf{det}\) in Tarski’s language.

\[\mathbf{det} \quad (\text{Col}(a, b, c) \rightarrow (\text{Col}(a, c, b) \land \text{Col}(b, a, c) \land \text{Col}(a, a, b))) \land
\]

\[\left( [(\text{Col}(a, b, c) \land \text{Col}(a, b, d) \land a \neq b) \rightarrow \text{Col}(a, c, d)] \land
\]

\[\left[ \text{Col}(a, a, a) \rightarrow (\exists b)(b \neq a \land \text{Col}(a, b, b)) \right] \right).\]

Intuitively, \(\mathbf{det}\) says two things, the second part is basically a translation of our axiom \(\mathbf{Det}\) above, while the first part says that \(\text{Col}\) is invariant under permutations and even “transformations” of its arguments. We note that \(\mathbf{Ge(\text{Newbasax}) \not\models \mathbf{Det}}\), while \(\mathbf{Ge(\text{Newbasax}) + \text{Ax(diswind)} \models \mathbf{Det}}, \text{ cf. Fig. 98 (or Prop. 6.5.8 in AMN [18])}.\)

\[\text{Figure 98: Illustration for a model of Newbasax in which axiom Det fails.}\]

Now, we can formally define Tarski’s class \(\mathbf{Ge}_{Ta}\) and ours \(\mathbf{Ge}_{We}\) as of geometries we promised way above.

**Definition 4.4.1**

\[
\mathbf{Ge}_{Ta} \overset{\text{def}}{=} \{ \langle \text{Points}; \text{Col} \rangle : \langle \text{Points}; \text{Col} \rangle \models \mathbf{det} \},
\]

\[
\mathbf{Ge}_{We} \overset{\text{def}}{=} \{ \langle \text{Points, Lines}; \in \rangle : \langle \text{Points, Lines}; \in \rangle \models \mathbf{Det} \}.
\]

The following proposition says that Tarski’s language and our language are definitionally equivalent, under some mild assumptions.

**PROPOSITION 4.4.2** \(\mathbf{Ge}_{Ta}\) and \(\mathbf{Ge}_{We}\) are definitionally equivalent, i.e.

\[\mathbf{Ge}_{Ta} \equiv \mathbf{Ge}_{We}.\]

\(^{574}\)We note that this part of \(\mathbf{det}\) implies that for any function \(\pi : \{a, b, c\} \rightarrow \{a, b, c\}, \text{Col}(a, b, c) \rightarrow \text{Col}(\pi(a), \pi(b), \pi(c)).\)
Proof of Prop. 4.4.2: The proof can be found in AMN [18] on pp. 994-996, but cf. also
Example 4.3.16 herein.

Remark 4.4.3 By Prop. 4.4.2 and Remark 4.3.37 in §4.3, we conclude that there are very
strong meaning-preserving translation mappings between Tarski’s language $Fm(\text{Ge}_T)$ and ours
$Fm(\text{Ge}_W)$ going in both directions. Therefore, as we explained on p. 255, we regard the
two languages as two syntactic representations of the same single language differing only in what
we regard as basic vocabulary and what we regard as convenient abbreviations.

Remark 4.4.4 By Thm. 6.5.5 and Remark 6.5.6 of AMN [18], formulas in two-sorted language
$\langle \text{Points, Lines}; \in \rangle$ of our incidence geometries are abbreviations for formulas in Tarski’s one-
sorted language $\langle \text{Points}; \text{Col} \rangle$. Actually, we can introduce some further useful abbreviations
making our language even more intuitive and more “compact”. For our next definition, we
need the expanded version $\langle \text{Points}; \text{Col}, \text{Bw} \rangle$ of Tarski’s language: also due to Tarski. Besides
the new sort Lines we can extend Tarski’s language with new sorts Planes, Half-lines and the
incidence relations $\in_{Pl} \subseteq \text{Points} \times \text{Planes}$ and $\in_{Hi} \subseteq \text{Points} \times \text{Half-lines}$ as follows. We use
the rules of explicit definability introduced on pp. 230-235 in our section §4.3.2 on definability.
Our definitions of Planes etc. are explicit definitions (in the sense of §4.3.2). The details
of these definitions are in AMN [18, Remark 6.5.7, p.997]. By the above, the many-sorted
geometric structures (and language)

$$\langle \text{Points}, \text{Lines}, \text{Planes}, \text{Half-lines}; \in, \in_{Pl}, \in_{Hi}, \text{Bw}, \text{Col} \rangle$$

are definitional expansions of the one-sorted structures (and language) $\langle \text{Points}; \text{Col}, \text{Bw} \rangle$.

Our definition of Planes, Half-lines etc. in AMN [18, Remark 6.5.7] followed the steps pre-
scribed in §4.3.2(2) on pp. 230-235 for constructing explicit definitional expansions of models.
Hence our $\langle \text{Points}, \text{Lines}, \text{Planes}, \ldots, \text{Col} \rangle$ is a definitional expansion of the original Tarskian
geometry $\langle \text{Points}, \text{Col}, \text{Bw} \rangle$. In §4.3.2(2) we also indicated how to write up the set of formulas $\Delta$
which constitute the explicit definitions themselves. We leave it to the reader to use our
above construction (for Planes etc.) for writing up the explicit definition of $\Delta$; in view of
§4.3.2(2) this is a routine task.

We note that we do not have to stop with introducing Planes as a convenient abbreviation.
In the same spirit we can introduce the remaining geometric objects, e.g. hyper-planes or
3-dimensional subspaces, or circles, spheres etc. All these remain abbreviations only and we remain in the language $\langle \text{Points}; \text{Col}, \text{Bw}, \text{eq} \rangle$. In other words the expanded language
$\langle \text{Points}, \text{Lines}, \ldots, 3\text{-dimensional subspaces}, \ldots \rangle$ remains a definitional expansion of Tarski’s
original language $\langle \text{Points}; \text{Col}, \text{Bw}, \text{eq} \rangle$.

Convention: Throughout this convention we assume the axiom Det. Motivated by Thm.4.4.2
above, we can identify our many-sorted geometry

$$\mathfrak{S}^0_{2T} = \langle \text{Mn}, L; L^T, L^{Ph}, L^S, \in, \prec, \text{Bw}, \bot, \text{eq} \rangle$$

with a one-sorted structure

$$\mathfrak{S}^0_{2T} = \langle \text{Mn; Col}, \text{Col}^T, \text{Col}^{Ph}, \text{Col}^S, \prec, \text{Bw}, \bot, \text{eq} \rangle^{575}$$
Figure 99: A massive object such as a galaxy, or even a black hole, can act as a giant lens. Light from a distant source (e.g. a quasar) is bent by the gravitational space warp surrounding the object. This effect can produce multiple images of a distant source.

where \( \text{Col}(a, b, c) \overset{\text{def}}{=} (\exists \ell \in L) a, b, c \in \ell \) for \( a, b, c, \in M_n \). Further, \( \text{Col}^T \subseteq M_n \times M_n \times M_n \) is \( T \)-collinearity, defined from \( L^T \) the natural way, i.e. \( \text{Col}^T(a, b, c) \overset{\text{def}}{=} (\exists \ell \in L^T) a, b, c \in \ell \), for \( a, b, c, \in M_n \).576 Similarly for \( \text{Col}^{Ph} \) and \( \text{Col}^S \). In the other direction, in \( \mathfrak{E}^0_{9n}^{-} \), \( L^T \) is a defined relation and not a basic symbol, similarly \( L \) is a defined sort. Further in \( \mathfrak{E}^0_{9n}^{-} \) \( \perp \) is a relation between pairs of points, i.e. it is a 4-ary relation on \( M_n \). Intuitively, \( \langle a, b, c, d \rangle \in \perp \) iff the lines determined by \( \langle a, b \rangle \) and \( \langle c, d \rangle \) are \( \perp \)-orthogonal according to \( \mathfrak{E}^0_{9n}^{-} \). We emphasize that, as it was explained in §4.3, from the point of view of first-order logic there is no real difference between \( \mathfrak{E}^0_{9n} \) and \( \mathfrak{E}^0_{9n}^{-} \). More precisely, the difference between \( \mathfrak{E}^0_{9n} \) and \( \mathfrak{E}^0_{9n}^{-} \) is the same as that between a Boolean algebra

\[
\mathfrak{B}_1 = \langle B; \lor, \land, -, 0, 1 \rangle \quad \text{and} \quad \mathfrak{B}_2 = \langle B; \lor, -, 0 \rangle.
\]

\(<\)

Let us include \( g \) into \( \mathfrak{E}^0_{9n}^{-} \) obtaining

\[
\mathfrak{E}^{0,g}_{9n}^{-} = \langle M_n, F_1, L; L^T, L^{Ph}, L^S, \in, <, Bw, \perp, eq, g \rangle.
\]

Let us try to make \( \mathfrak{E}^{0,g}_{9n}^{-} \) one-sorted in the style of the above discussion. Then we obtain the following structure

\[
(\mathfrak{E}^{0,g}_{9n}^{-})^{-} = \langle M_n, F_1; \text{Col}, \text{Col}^T, \text{Col}^{Ph}, \text{Col}^S, <, Bw, \perp, eq, g \rangle.
\]

This leaves us with two problems listed in (i) and (ii) below.

(i) \( (\mathfrak{E}^{0,g}_{9n}^{-})^{-} \) remains many-sorted because it has two sorts \( M_n \) and \( F \).

(ii) We can replace \( L \) by \( \text{Col} \) only when we assume axiom \textbf{Det} on our model \( \mathfrak{M} \) from which the geometry is obtained. In special relativity (i.e. in the present section) we are allowed to do this and this causes no loss of generality. However in general relativity this is not allowed (because axiom \textbf{Det} would kill essential features of the theory). Cf. Fig.99 on p.277.

\[576\] For completeness we note that \( \mathfrak{E}^0_{9n}^{-} \) is a legitimate structure even in the most classical and most purist version of first-order logic.

\[576\] Here, \( \text{Col}, \text{Col}^T, \text{Col}^{Ph}, \text{Col}^S \) are defined from \( L, L^T, L^{Ph}, L^S \), respectively, cf. footnote 571 on p.274.
4.4 CONNECTION WITH TARKSI'S LANGUAGE FOR GEOMETRY

We will return to the difficulty outlined in item (ii) at the end of this sub-section (p.278).

We will extend the above identification of $\mathcal{G}_0^{g, 9}$ with $(\mathcal{G}_0^{g, 9})^\sim$ to identifying $\mathcal{G}_{01}$ with its variant

$$\mathcal{G}_{01} \sim := \langle Mn, F_1; Col, Col^T, Col^P, Col^S, \langle, Bw, \perp, eq, g, T \rangle \rangle.$$

However, we will remain cautious with this identification in connection with generalizations towards general relativity because of item (ii) above.

We will return to the subject of identifying $\mathcal{G}_0^{g, 9}, \mathcal{G}_0^{g, 9}, \mathcal{G}_{01}$ with $\mathcal{G}_0^{g, 9}, (\mathcal{G}_0^{g, 9})^\sim, \mathcal{G}_{01}$, respectively, etc. in §4.6, but cf. also §4.3. These issues are studied in more detail in AMN [18, §4.6 (Interdefinability)].

By the above, we will consider our geometries e.g., $\mathcal{G}_{01}$ as natural, definitional expansions of Tarski’s geometries $\langle Mn; Col, “extra relations” \rangle$. Our reason for doing so is that we would like to use the insights of Tarski’s school in our framework.

In our theorems in the present section we used axiom Det. As we said, this restricts the class of all frame models to the smaller class

$$M_{\text{Det}} := \{ \mathfrak{M} \in FM : \mathfrak{M} \models \text{Det} \}.$$

We note that $M_{\text{Det}}$ is axiomatizable in its original language too, this follows from Prop.4.3.18 (p.240) and Prop.4.3.41 on p.264. The investigations in Chapters 1–4 in this work do not change essentially if we restrict our attention to $M_{\text{Det}}$. E.g., the properties of the theories $Th \in \{ \text{Newbasax, Bax, Reich(Bax), …} \}$ remain basically the same if instead of $\text{Mod}(Th)$ we investigate $\text{Mod}_{\text{Det}}(Th) = M_{\text{Det}} \cap \text{Mod}(Th)$.

Therefore, the geometrical counterpart of the theory developed in Chapters 1–4 of this work can be built up in the Tarskian one-sorted framework

$$\mathcal{G}_0^{g, 9} \sim := \langle Mn; Col, Col^T, Col^P, Col^S, \langle, Bw, \perp, eq \rangle \rangle;$$

or if $g$ plays an important role then in the metric version $\mathcal{G}_0^{g, 9}$ of the Tarskian geometry $\mathcal{G}_0^{g, 9}$.\footnote{\textsuperscript{577} where $\mathcal{G}_0^{g, 9}$ was introduced on p. 278 below item (ii) discussing $(\mathcal{G}_0^{g, 9})^\sim$.}

However, when we generalize our approach to general relativity theory then it will be essential to use many-sorted geometries of the kind $\langle Mn, L; \in \rangle$ for the following reason. As we already said, we can add axiom Det to our presently discussed relativity theories like Newbasax, Bax etc. without changing the essential, characteristic properties of these theories. This will not be the case with general relativity cf. Fig.99 (p.277). (See also Figures 134, 83 on pages 365, 187.) Namely, in general relativity it is an essential feature for life-lines $\ell, \ell'$ of inertial bodies that the number of intersections of $\ell$ and $\ell'$ can be arbitrarily large. That is, in general relativity, for every $n \in \omega$ it is possible to have $\ell \neq \ell'$ such that $|\ell \cap \ell'| > n$. Hence it is impossible to code lines\footnote{\textsuperscript{578} more precisely, life-lines of photons (cf. §4.7 entitled “geodesics” herein)} with n-tuples of points.\footnote{\textsuperscript{579} Roughly speaking, adding axiom Det to general relativity would basically reduce general relativity to the level of special relativity, cf. Fig.99 (p.277). Hence we do not want to add axiom Det to general relativity.} Therefore, the way Tarski represented (or coded) lines with pairs (or n-tuples) of points does not seem to work in general relativity. Therefore, it seems to be the case, that if, for general relativity, we want to carry through the programme represented by “the geometry of Tarski’s school”\footnote{\textsuperscript{580} cf. e.g. [255, 252, 245, 232]}, Suppes [242], and Goldblatt [102], then we will have to develop first-order logic of geometry in the many-sorted style $\langle Points, Lines; \in \rangle$ and not in the one-sorted style $\langle Points; Col \rangle$.\footnote{\textsuperscript{577} where $\mathcal{G}_0^{g, 9}$ was introduced on p. 278 below item (ii) discussing $(\mathcal{G}_0^{g, 9})^\sim$.}
As we said before, we will discuss the interconnections between our basic relation (and function) symbols $Col^r$, $Col^{Ph}$, ..., $eq$, $g$ (i.e. between the ingredients of $G_{39}$) in §4.6.

For more information, results and proofs on the subject matter of the present section we refer to §6.5 of AMN [18]. We omitted these items for lack of space.
4.5 Duality theory: connections between relativistic geometries (\(\mathcal{G}_{\mathfrak{M}}\)) and models (\(\mathfrak{M}\)) of relativity

Assume we have two essentially different ways of thinking about the world. Assume we can establish some very strong interconnections between these two ways of thinking.\(^{581}\) (Call this “duality theory” between the two ways.) Then such a system of interconnections (i.e. “duality theory”) can be rather useful because then we can use these two ways of thinking combined, and ideas or reasonings formulated in one of these ways of thinking can be translated into the other. One could say that such a duality theory enables us to reason about the world by using the two ways of thinking simultaneously, achieving a kind of “stereo” effect.

![Image](image.png)

Figure 100: A duality theory can be viewed as a bridge connecting two worlds of mathematics, permitting two-way traffic. The bridge idea is explained in great detail in Andréka et al. [31], cf. §II “Bridge …” therein. Cf. also [30] and Mikulás [191, §1.3 (“Bridge between logics and algebras)].

A second, equally important, motivation for duality theories is the following. Duality theories often establish two-way “translations”

\[
\text{World}_1 \xrightarrow{T_1} \text{World}_2 \quad \text{or} \quad \text{World}_2 \xleftarrow{T_2} \text{World}_1
\]

between two “worlds”\(^{582}\) of mathematics such that problems formulated in \(\text{World}_1\) are often easier to solve the following way: (i) translate “problem” into \(\text{World}_2\), then solve \(T_1\) (problem) in \(\text{World}_2\) and translate the result back along \(T_2\) into \(\text{World}_1\). With certain other problems

---

\(^{581}\)Later we will refer to this interconnection, in a figurative way of speaking, as a bridge, cf. Fig.100.

\(^{582}\)One world can be a branch, like Boolean algebras, while the other world can be another branch of mathematics, like topological spaces. On p.1103 of AMN [18] we see that these worlds can be arbitrarily far apart, e.g. one can be a part of analysis while the other a part of algebra (Laplace transformation).
(originating from World2) the other direction might sometimes work better. See Fig.100. With this “pragmatic view” we do not mean to diminish the importance of the intellectual pleasure and scientific value of integrating World1 and World2 into a unified perspective, we only want to emphasize that this pragmatic, problem-solving-oriented motivation is there, too. An example is the

“proof theory” $\leftrightarrow$ “model theory”

duality built on Gödel’s completeness theorem: some proof-theoretic problems are easier to solve in the world of model theory, like proving $Th \not\vdash \varphi$ by constructing a model $\mathfrak{M} \in \text{Mod}(Th)$ with $\mathfrak{M} \not\models \varphi$.

Before starting our particular application of this idea (i.e. that of duality theories) we note, that we list widely used examples of duality theories and motivation for duality theories scattered through section §6.6 (duality theory) of AMN [18]. The main part of these items remain in AMN [18, pp. 1078–1105], and here we recall only a few. For the rest the reader is kindly referred to AMN [18, pp. 1078–1105].

So much for duality theories in general. In the present section we will investigate certain concrete duality theories. More concretely, the subject matter of the present section concerns the connections between the “observation-oriented” models $\text{Mod}(Th)$ and the “theoretically oriented” models $\text{Ge}(Th)$.\(^{583}\) The investigation of such connections has already been proposed by Reichenbach [218] and has been pursued to some extent in a model-theoretic spirit (similar to ours, in many respects) in Friedman [91, § VI.3 (p.236)] under the title “Theoretical Structure and Theoretical Unification”.\(^{584}\) (“Theoretical structure” in the title can be interpreted as referring to the structures in $\text{Ge}(Th)$,\(^{585}\) while “theoretical unification” can refer to a unified study of $\text{Ge}(Th)$ and $\text{Mod}(Th)$ and their interconnections [e.g. what we do in the present section].) Cf. the introduction to the present chapter, i.e. §4.1 (p.130).

Among other things, in this section we will complete the proof that our “observation-oriented” models $\text{Mod}(Th)$ are definitionally equivalent to our relativistic geometries $\text{Ge}(Th)$, assuming $Th$ is strong enough. Formally,

$$\text{Mod}(Th) \equiv_{\Delta} \text{Ge}(Th),$$

under some assumptions, cf. Thm.4.3.38 (p.261). Besides this, we will also elaborate duality theories between the worlds $\text{Mod}(Th)$ and $\text{Ge}(Th)$, cf. Fig.100 (p.280) and e.g. §§ 4.5.1, 4.5.3, A.2. We note that a duality theory between $\text{Mod}(Th)$ and $\text{Ge}(Th)$ means a weaker connection than definitional equivalence. Hence, duality theories (between $\text{Mod}(Th)$ and $\text{Ge}(Th)$) are more general in the sense that they hold under milder assumptions on $Th$. (Actually $\text{Mod}(Th) \equiv_{\Delta} \text{Ge}(Th)$ implies isomorphism between the categories$^{586}$ $\text{Mod}(Th)$ and $\text{Ge}(Th)$ if we choose elementary embeddings as morphisms; which seems to be the strongest possible form of duality, cf. item (5) on p.256.)

---

\(^{583}\)As the reader might expect at this point, this connection will appear in the form of a duality theory.

\(^{584}\)In passing we note that the emphasis on model theory (in connection with studying relativity, of course), characteristic of the present work, is not without precursors, e.g. the relativity theory book Friedman [91] puts quite a bit of emphasis on using model theory in a spirit similar to ours. Cf. e.g. our reference to Friedman’s $\mathcal{A}$ and $\mathcal{B}$ on p.130 herein.

\(^{585}\)Or more “literally” as referring to a common expansion $\langle \mathfrak{M}, \text{Ge}_{\mathfrak{M}} \rangle$ of $\mathfrak{M}$ and $\text{Ge}_{\mathfrak{M}}$, but we are closer to the spirit of the connections between [91] and the present work if we interpret “theoretical structure” as $\text{Ge}_{\mathfrak{M}}$ or equivalently $\text{Ge}(Th)$.

\(^{586}\)Categories will be introduced later, cf. §A.2 (p.A-6).
The following convention is made only to have a nicer duality theory between the frame models and the observer independent geometries.

**CONVENTION 4.5.1**

(i) Throughout the present chapter ("Observer independent geometry") we postulate that the empty model\(^{587}\) similar to our frame models is a frame model too (i.e. is a member of FM). Further we postulate that for any \(\mathcal{M} \in \text{FM}\)

\[\text{Obs}^\mathcal{M} = \emptyset \quad \Rightarrow \quad (\mathcal{M} \text{ is the empty model}).\]

In the present convention the definition of the class of frame models FM was modified. The definition of \(\text{Mod}(Th)\) is modified accordingly, for any set \(Th\) of formulas in our frame language.\(^{588}\)

(ii) Deviating from the convention usually made in Algebra, in the present chapter, in accordance with item (i), algebraic structures with empty universes are allowed, e.g. \(\langle \emptyset; +, \cdot \rangle\) with \(+, \cdot\) binary operations on \(\emptyset\) is a field.\(^{589}\)

Let us recall that by a relativistic geometry we understand an isomorphic copy of \(\mathcal{G}_\mathcal{M}\), for some frame model \(\mathcal{M}\). Let us also recall that for any set \(Th\) of formulas in our frame language for relativity theory we defined

\[\text{Ge}(Th) \stackrel{\text{def}}{=} \{ \mathcal{G} : (\exists \mathcal{M} \in \text{Mod}(Th)) \mathcal{G} \cong \mathcal{G}_\mathcal{M} \} .\]

Let \(\mathcal{G} = \langle Mn, \ldots, L, \in, \ldots \rangle \in \text{Ge}(\emptyset)\). Then we recall that we assumed that the relation \(\in\) between \(Mn\) and \(L\) is the, real, set-theoretic membership relation, and that this does not cause loss of generality.

**4.5.1 A duality theory between models and geometries (first part of the first version\(^{590}\))**

Given a relativistic geometry \(\mathcal{G} \cong \mathcal{G}_\mathcal{M}\) for a frame model \(\mathcal{M}\), it is a natural question to ask whether we can reconstruct \(\mathcal{M}\) (up to isomorphism) from \(\mathcal{G}\).\(^{591}\) A possible answer to such a

---

\(^{587}\)We call a model empty if all its sorts (i.e. universes) are empty.

\(^{588}\)The case of the empty model can be handled by making appropriate conventions. (E.g. one defines which formulas are valid in the empty model.) Cf. e.g. Markusz [183] or Burmeister [52]. To save space, here we do not go into this issue.

\(^{589}\)The convention of allowing empty algebras and empty models comes from category theory cf. e.g. Adámek et al. [2, p.15, item 3.3(2)(e)]. Also the motivation for allowing such structures comes from category theoretic results; but cf. also the model theory book Hodges [130, §1.1, p.2] which does permit empty models, cf. Exercise 10 on p.11 (§1.2) in [130].

\(^{590}\)By the first version we mean the \((\mathcal{M}, \mathcal{G})\)-duality to be introduced soon while by the second version we mean the \((\mathcal{M}_0, \mathcal{G}_0)\)-duality to be introduced in §4.5.4 much later.

\(^{591}\)Here, the emphasis is on the case when \(\mathcal{G} \neq \mathcal{G}_\mathcal{M}\); cf. Remark 4.2.5 (p.149).
4.5.1 DUALITY THEORY BETWEEN MODELS AND GEOMETRIES

The question consists of elaborating a duality theory acting between the geometrical world \( \text{Ge}(\emptyset) \) and the world \( \text{Mod}(\emptyset) \) of our frame models. This consists of two functions

\[
\mathcal{G} : \text{Mod}(\emptyset) \rightarrow \text{Ge}(\emptyset) \quad \text{and} \quad \mathcal{M} : \text{Ge}(\emptyset) \rightarrow \text{Mod}(\emptyset),
\]

see Figure 101. We define \( \mathcal{G} \) to be the function \( \mathfrak{m} \mapsto \mathfrak{g}_{\mathfrak{m}} \) (specified in Def. 4.2.3 way above).

![Diagram of Geometries and Frame models](image)

Figure 101: Connecting two worlds, namely, the world of frame models and the world of geometries.

The function \( \mathcal{M} \) will be defined later, in §4.5.3. Sometimes we call \( \mathcal{G} \) and \( \mathcal{M} \) functors because (i) they connect classes of structures, (ii) they preserve certain connections between structures, e.g. isomorphisms and embeddability, and (iii) the corresponding “things” in Stone duality theory are called functors for category theoretic reasons. (Cf. item (II) in Remark 6.6.4 on p.1015 of AMN [18] for Stone duality.) Actually, \( \mathcal{M} \) and \( \mathcal{G} \) will become “real” functors in §A.2 way below.

**CONVENTION 4.5.2** If \( f \) is a function and \( H \subseteq \text{Dom}(f) \) then the notation “\( f : H \rightarrow K \)” means that \( f \upharpoonright H : H \rightarrow K \).

In the spirit of the above convention \( \mathcal{G} : \text{Mod}(Th) \rightarrow \text{Ge}(Th) \), for any set \( Th \) of formulas in our frame language.

Besides defining \( \mathcal{M} \), a duality theory is supposed to prove some theorems stating that the functors \( \mathcal{G} \) and \( \mathcal{M} \) behave nicely in some sense. In order to prove such theorems we assume some axioms on our models \( \mathfrak{M} \). Therefore the duality theory will be of the form:

\[
\mathcal{G} : \text{Mod}(Th) \rightarrow \text{Ge}(Th) \quad \text{and} \quad \mathcal{M} : \text{Ge}(Th) \rightarrow \text{Mod}(Th),
\]


\(^{593}\) Despite of the fact that \( \mathcal{G} \) and \( \mathcal{M} \) are only proper classes of ordered pairs (as opposed to being a set of ordered pairs) we call them functions.
\[ \text{Mod}(Th) \xrightarrow{G \cdot} \text{Ge}(Th) \]

and our theorems will be of the form (A)-(1) below, and they will be stated for certain choices of \( Th \), see Figure 102. Motivation for discussing theorem schemas (A)-(1) can be found in §A.2 (p.A-6) and Remark 4.5.14 (p.293). For formulating items (A)-(1) we will need the following definition.

**Definition 4.5.3 (Embeddability, weak submodel)** Assume \( \mathfrak{A} \) and \( \mathfrak{B} \) are similar models.

(i) We say that \( \mathfrak{A} \) is *embeddable* into \( \mathfrak{B} \), in symbols \( \mathfrak{A} \xrightarrow{\rightarrow} \mathfrak{B} \) (or \( \mathfrak{B} \xleftarrow{\leftarrow} \mathfrak{A} \)) iff there is an injective homomorphism \( h : \mathfrak{A} \twoheadrightarrow \mathfrak{B} \). Cf. Convention 2.1.1 (p.2).

(ii) \( \mathfrak{A} \) is a *weak submodel* of \( \mathfrak{B} \), in symbols \( \mathfrak{A} \subseteq_w \mathfrak{B} \) iff \( A \subseteq B \) and the identity function \( \text{Id}_A \) is a homomorphism from \( \mathfrak{A} \) to \( \mathfrak{B} \).

**594** Hence weak submodels are always embeddable. Further, the definition for the many-sorted case is completely analogous. I.e., the existence of an *identical embedding* of say \( \mathfrak{M} \) into \( \mathfrak{M} \) is equivalent to \( \mathfrak{M} \) being a weak submodel of \( \mathfrak{M} \).

Assume \( \mathfrak{M} \in \text{Mod}(Th) \). Then

\( \mathfrak{M} \) is embeddable into \( (G \cdot \mathcal{M})(\mathfrak{M}) \), i.e.

(A)

\[ \mathfrak{M} \xrightarrow{\rightarrow} (G \cdot \mathcal{M})(\mathfrak{M}) \]

cf. Fig.107 (p.292) and Fig.102.

In duality theories similar to our \( (\mathcal{G}, \mathcal{M}) \)-duality, in addition to item (A) it is sometimes required that the embedding (or morphism) "\( \rightarrow \)" occurring in (A) is the "shortest one" in some intuitive sense, cf. Fig.103 (p.287). This will be made precise in Definitions A.2.6 (p.A-11) and A.2.7 (p.A-13) in our category theoretic sub-section §A.2. An analogous remark applies to item (B) below.

Assume \( \mathcal{G} \in \text{Ge}(Th) \). Then

\( (\mathcal{M} \circ \mathcal{G})(\mathcal{G}) \) is embeddable into \( \mathcal{G} \), i.e.

(B)

\[ \mathcal{G} \xleftarrow{\leftarrow} (\mathcal{M} \circ \mathcal{G})(\mathcal{G}) \]

cf. Fig.102.

---

594 A is a *strong submodel* of \( \mathfrak{B} \) if every weak submodel \( \mathfrak{C} \) of \( \mathfrak{B} \) with the same universe as that of \( \mathfrak{A} \) (i.e. with \( C = A \)) is a weak submodel of \( \mathfrak{A} \), too. In other chapters of the present work we write simply "submodel" for "strong submodel". Further, the definition (of weak and strong submodels) for the many-sorted case is completely analogous with the above one. For more on the distinction between strong and weak submodels cf. e.g. [52] or [29]. We note that if \( \mathfrak{A} \subseteq \mathfrak{B} \), i.e. if \( \mathfrak{A} \) is a strong submodel of \( \mathfrak{B} \) then \( \mathfrak{A} \) is also a weak submodel of \( \mathfrak{B} \), i.e. \( \mathfrak{A} \subseteq_w \mathfrak{B} \). The other direction does not hold in general, i.e. \( \mathfrak{A} \subseteq_w \mathfrak{B} \Leftrightarrow \mathfrak{A} \subseteq \mathfrak{B} \) but \( \mathfrak{A} \subseteq_w \mathfrak{B} \neq \mathfrak{A} \subseteq \mathfrak{B} \).

595 Using the notation \( Uv(\mathfrak{M}) \) on p.219 (§4.3), we could say that \( \mathfrak{M} \) is a *weak submodel* of \( \mathfrak{N} \) if the inclusion function of \( Uv(\mathfrak{M}) \) in \( Uv(\mathfrak{N}) \) is an embedding of \( \mathfrak{M} \) in \( \mathfrak{N} \).
Figure 102: Illustration for theorem schemas (A)–(H) for duality theory.
4.5 DUALITY THEORY

We will have two kinds of dualities, one represented by \((\mathcal{M}, \mathcal{G})\) and the other represented by \((\mathcal{M}_0, \mathcal{G}_0)\). In the first case (i.e. in the case of \(\mathcal{M}, \mathcal{G}\)) the \((B)\)-type theorems will become degenerate in that they will be of the form \((D)\) below.\(^{596}\)

\[
\mathcal{G} \circ \mathcal{M} \text{ has a strong fixed-point property in the sense that for any} \\
\mathfrak{M} \in \text{Mod}(Th) \\
(\mathcal{G} \circ \mathcal{M})(\mathfrak{M}) \cong \mathfrak{M}, \quad \text{\(597\)}
\]

cf. the right-hand side of Fig.105 (p.291) and Fig.102.

\[
\mathcal{M} \circ \mathcal{G} \text{ has a strong fixed-point property in the sense that for any} \\
\mathfrak{G} \in \mathfrak{G}(Th) \\
(\mathcal{M} \circ \mathcal{G})(\mathfrak{G}) \cong \mathfrak{G}, \\
\text{cf. the left-hand side of Fig.105 (p.291) and Fig.102.} \quad \text{\(598\)}
\]

The members of the range of \(\mathcal{G}\) are fixed-points\(^{598}\) of \(\mathcal{M} \circ \mathcal{G}\), formally: For any \(\mathfrak{M} \in \text{Mod}(Th)\)

\[
(\mathcal{M} \circ \mathcal{G})(\mathcal{G}(\mathfrak{M})) \cong \mathcal{G}(\mathfrak{M}), \quad \text{\(599\)}
\]

cf. Fig.102.

The members of the range of \(\mathcal{M}\) are fixed-points of \(\mathcal{G} \circ \mathcal{M}\), formally: For any \(\mathfrak{G} \in \mathfrak{G}(Th)\)

\[
(\mathcal{G} \circ \mathcal{M})(\mathcal{M}(\mathfrak{G})) \cong \mathcal{M}(\mathfrak{G}), \\
\text{cf. Fig.102.} \quad \text{\(600\)}
\]

For any function \(f\), \(f^2 \stackrel{\text{def}}{=} f \circ f\).

\[
\mathcal{G} \circ \mathcal{M} \text{ has a fixed-point property in the sense that for any} \\
\mathfrak{M} \in \text{Mod}(Th) \\
(\mathcal{G} \circ \mathcal{M})^2(\mathfrak{M}) \cong (\mathcal{G} \circ \mathcal{M})(\mathfrak{M}), \\
\text{cf. the left-hand side of Fig.106 (p.292) and Fig.102.} \quad \text{\(601\)}
\]

\(^{596}\)I.e. as a side-effect of our choice \(\mathcal{M}\) and \(\mathcal{G}\) we will have \((B)\Rightarrow(D)\). This effect will disappear when we turn to \(\mathcal{M}_0\) and \(\mathcal{G}_0\) (i.e. to our second duality theory).

\(^{597}\)I.e. \(\mathfrak{M}\) is a fixed-point of \(\mathcal{G} \circ \mathcal{M}\), up to isomorphism.

\(^{598}\)I.e. \(\mathcal{G}(\mathfrak{M})\) is a fixed-point up to isomorphism of \(\mathcal{M} \circ \mathcal{G}\).

\(^{599}\)This is the typical form of basic statements of Galois connections\(^{600}\), e.g. \(\text{Th}(\text{Mod}(\text{Th}(K))) = \text{Th}(K)\), or in the case of Galois theory of field extensions \(\Delta(H(\Delta(G))) = \Delta(G)\), cf. items (I), (IV) of Remark 6.6.4 of AMN [18].

\(^{600}\)The definition of Galois connection is in Def.A.1.2 (p.A-3) and motivation for Galois connection is in Remark A.1.1 (p.A-1).
\( \mathcal{M} \circ \mathcal{G} \) has a fixed-point property in the sense that for any 
\( \mathcal{G} \in \text{Ge}(Th) \)

\[(\mathcal{M} \circ \mathcal{G})^2(\mathcal{G}) \cong (\mathcal{M} \circ \mathcal{G})(\mathcal{G}),\]

cf. the right-hand side of Fig.106 (p.292) and Fig.102.

For any \( \mathcal{M}, \mathcal{N} \in \text{Mod}(Th) \) and \( \mathcal{G}, \mathcal{H} \in \text{Ge}(Th) \)

\[(\mathcal{M} \circ \mathcal{G}) \Rightarrow (\mathcal{N} \circ \mathcal{G}), \quad \text{and} \quad (\mathcal{N} \circ \mathcal{H}) \Rightarrow (\mathcal{M} \circ \mathcal{H}).\]

We will refer to items (A)-(1) above as theorem-schemas for our duality theories.

Figure 103 intends to illustrate our \( (\mathcal{M}, \mathcal{G}) \)-duality, theorem schemas (A), (B), and the idea of a shortest "\( \Rightarrow \)" in the explanation below (A). The figure itself uses the terminology of category theory which will be explained in §A.2 (p.A-6). It also intends to serve as a complement for Fig.102.

---

\( \text{mod}(Th), \text{ge}(Th) \) cf. §A.2 (p.A-6).

\[\text{On p.1015, p.1016 of AMN [18] we see that the functors like } \mathcal{M}, \mathcal{G} \text{ can be arrow reversing. This means that the } \mathcal{M} \text{ image of a pattern } \mathbb{A} \rightarrow \mathbb{B} \text{ is of the form } \mathcal{M}(\mathbb{A}) \leftarrow \mathcal{M}(\mathbb{B}). \text{ For such arrow reversing dualities schema (1) obtains the form}

\[\mathcal{M} \rightarrow \mathcal{N} \Rightarrow \mathcal{G}(\mathcal{M}) \leftarrow \mathcal{G}(\mathcal{N})\]

etc.

\[\text{(1) implies that}
\[\mathcal{M} \mathcal{G} \mathcal{M} \rightarrow \mathcal{N} \Rightarrow (\mathcal{G} \circ \mathcal{M})(\mathcal{M}) \leftarrow (\mathcal{G} \circ \mathcal{M})(\mathcal{N})\]

which corresponds to closure operators (induced by Galois connections) being order preserving cf. footnote 607 on p.288 and p.A-3 (§A.1).

\[\text{Sometimes we write } (\mathcal{G}, \mathcal{M})\text{-duality for } (\mathcal{M}, \mathcal{G})\text{-duality. They are the same thing.}\]
We note that in the case of \((\mathcal{M}, \mathcal{G})\), i.e. in our first duality theory,

\[(c) \Rightarrow (d) \Leftrightarrow (e) \Rightarrow (f) \Leftrightarrow (g) \Rightarrow (h).\]

In the above schema, e.g. “(c) \(\Rightarrow (d)\)” means that for each \(Th\) for which \((\mathcal{M}, \mathcal{G})\) satisfies (c), \((\mathcal{M}, \mathcal{G})\) also satisfies (d). (Similarly for the rest of the implications.)

Items (c) and (d) above imply

\[\text{Mod}(Th) \equiv^w_{\Delta} \text{Ge}(Th),\]

i.e. that \(\text{Mod}(Th)\) and \(\text{Ge}(Th)\) are weakly definitionally equivalent, for any \(Th\) in our frame language, assuming \(\mathcal{M}, \mathcal{G}\) are first-order definable meta-functions with \(\mathcal{M} : \text{Ge}(Th) \rightarrow \text{Mod}(Th)\) such that the isomorphisms mentioned in (c) and (d) can be chosen such that they are identity functions on the sort \(F\).

Further, if \(Th\) is strong enough, then \(\text{Mod}(Th)\) and \(\text{Ge}(Th)\) turns out to be definitionally equivalent, in symbols

\[\text{Mod}(Th) \equiv_{\Delta} \text{Ge}(Th),\]

cf. Thm.4.3.38 (p.261). For the intuitive meaning and methodological importance of this cf. the text above Thm.4.3.39 on p.261.

If for \(Th\) items (A) and (G) above hold, then we will say that \(\mathcal{G} \circ \mathcal{M}\) is a closure operator on \(\langle \text{Mod}(Th), \subseteq_w \rangle\), up to isomorphism, assuming it preserves the partial order \(\subseteq_w\) up to isomorphism, cf. Fig.104. In this case, we call \(\langle \mathcal{G} \circ \mathcal{M}, \text{W} \rangle\) the closure (or the \(\mathcal{G}, \mathcal{M}\)-closure) of \(\text{W}\). Further, if for \(Th\) items (B) and (H) hold, then we will say that \(\mathcal{M} \circ \mathcal{G}\) is a closure operator on \(\langle \text{Ge}(Th), \supseteq \rangle\) up to isomorphism, assuming it preserves \(\supseteq\) up to isomorphism, where \(\mathcal{G}_{\mathcal{M}} \supseteq \mathcal{G}\) iff \(\mathcal{M} \circ \mathcal{G}\) is the interior, which means dual-closure, of \(\mathcal{G}\).

\[\text{Figure 104: A possible closure operator.}\]

Below we will start developing such a duality theory. For stating our first theorems (of schema (A)-(I)) we introduce two new axioms \textbf{Ax(Bw)}, \textbf{Ax(\infty phi)} and the new axiom system \textbf{Pax+}.
\[ \text{Ax}(\text{Bw}) \quad (\forall m,k \in \text{Obs}) [m \overset{\varnothing}{\rightarrow} k \Rightarrow (f_{mk} \text{ is betweenness preserving})]. \]

\[ \text{Ax}(\infty \varphi \eta) \quad (\forall m \in \text{Obs}) (\forall \varphi, \varphi' \in \eta) \left( [\tilde{0} \in tr_m(\varphi) \cap tr_m(\varphi')] \land (\varphi \text{ and } \varphi' \text{ move in the same direction as seen by } m) \land v_m(\varphi) = \infty \Rightarrow v_m(\varphi') = \infty \right). \]

Intuitively, no observer can emit simultaneously in the same direction two photons one with infinite speed and the other one with finite speed.

In connection with \text{Ax}(\text{Bw}) and \text{Ax}(\infty \varphi \eta) we state Propositions 4.5.4, 4.5.8 which will be needed later. Recall that \text{Pax} is weaker than \text{Bax}–, cf. §3 and AMN [18, p.482 in §4.3]. The proposition below says that \text{Pax} + \text{Ax}(\sqrt{\cdot}) implies \text{Ax}(\text{Bw}) and that if \( n > 2 \), then \text{Bax}∞ implies \text{Ax}(\text{Bw}).

**PROPOSITION 4.5.4**

(i) \( \text{Pax} + \text{Ax}(\sqrt{\cdot}) \models \text{Ax}(\text{Bw}). \)

(ii) Assume \( n > 2 \). Then \( \text{Bax} \models \text{Ax}(\text{Bw}). \)

**Proof:** Item (i) follows from Thm.3.2.6 on p.110 saying that the word-view transformations are bijective collineations in all models of \text{Pax}, and from Lemma 3.1.6 on p.163 of AMN [18] saying that a line preserving bijection is an affine transformation composed by a field automorphism (cf. also footnote250 on p.119). Item (ii) follows from Thm.3.4.40 on p.241 of AMN [18] saying that \text{Bax} implies that \( f_{mk} = \tilde{\varphi} \circ f \), for some \( f \in \text{Aft} \) and \( \varphi \in \text{Aut}(F) \), from Thm.3.2.13 on p.118 which says that \text{Bax} does not allow FTL observers, and from Lemma 4.5.5 below.  

**LEMMA 4.5.5** Let \( \mathcal{F} = \langle F, \leq \rangle \) be an ordered field. Let \( \varphi \in \text{Aut}(F) \) be such that \( (\forall x \in F) (|x| > 3 \Rightarrow |\varphi(x)| < 1) \).

Then we have \( \varphi \in \text{Aut}(\mathcal{F}) \), i.e. \( \varphi \) is order preserving.

We omit the proof.

**QUESTION 4.5.6** Assume \( n > 2 \). Does \( \text{Bax} \models \text{Ax}(\text{Bw}) \) hold?

**Remark 4.5.7** Many of the theorems of the present work as well as of AMN [18] remain true if we replace the assumption \text{Ax}(\sqrt{\cdot}) by the “weaker” \text{Ax}(\text{Bw}). An example of such a theorem is Thm.3.2.13 saying that if \( n > 2 \) then \( \text{Pax}^\oplus + \text{Ax}(\sqrt{\cdot}) \) excludes FTL observers. There are similar examples almost in every chapter. By replacing \text{Ax}(\sqrt{\cdot}) with \text{Ax}(\text{Bw}), usually we obtain theorems stronger than the original one, since usually \text{Pax} is assumed and then Prop.4.5.4(i) implies that the new theorem is stronger (or equivalent).

**PROPOSITION 4.5.8** \( \text{Bax} \models \text{Ax}(\infty \varphi \eta) \).

We omit the easy proof.

**Definition 4.5.9** \( \text{Pax}^+ \overset{\text{def}}{=} \text{Pax} + \text{Ax}_0 + \text{Ax}(\text{Bw}) + \text{Ax}(\infty \varphi \eta) + 

\left( \text{Ax(eqtime)} \land (\forall m,k \in \text{Obs}) (\forall 0 < i \in \omega) tr_m(k) \neq \tilde{x}_i \right) \lor \text{Ax(eqm)}. \)

\(^{600}\) This can be formalized as \( (\forall p,q,r \in F) (\text{Betw}(p,q,r) \Rightarrow \text{Betw}(f_{mk}(p),f_{mk}(q),f_{mk}(r))). \)

\(^{610}\) Instead of \text{Ax(eqtime)} we could use the weaker axiom \text{Ax(eqtime)} \lor \text{Ax(eqspace)} \overset{\oplus}{=} \text{Ax(eqtime)} \lor \text{Ax(eqspace)} \overset{\oplus}{=} \). Then we would obtain a weaker axiom system \text{Pax}^+. The theorems of the present sub-section (i.e. §4.5.1) remain true if we replace \text{Pax} by \text{Pax}^+ in them. For an even more general duality theory cf. Remark 4.5.51 (p.322).
If we replace $\text{Ax}(\text{Bw})$ by $\text{Ax}(\sqrt{\cdot})$ in $\text{Pax}^+$ then we get a stronger axiom system than $\text{Pax}^+$ by Prop.4.5.4(i). Note that $\text{Pax}^+ \models \text{Ax}(\text{eqtime}).$

The theory $\text{Pax}^+$ above is designed to be weak, just strong enough for defining the function $\mathcal{M} : \text{Ge}(\text{Pax}^+) \rightarrow \text{Mod}(\text{Pax}^+).$ This is why $\text{Pax}^+$ is so artificial. Our next proposition shows that in our definitions, and statements the assumption $\text{Pax}^+$ can be replaced by more natural (but stronger) theories. In passing we note that $\text{Pax}^+(2)$ allows $\text{Basax} + \text{Ax}(\text{symm})$ models with FTL observers.

**PROPOSITION 4.5.10** Assume $n > 2$. Then (i)–(iii) below hold.

(i) $\text{Bax}^n + \text{Ax}(\text{Bw}) + \text{Ax}(\text{eqtime}) \models \text{Pax}^+.$

(ii) $\text{Bax}^n + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{eqtime}) \models \text{Pax}^+.$

(iii) $\text{Bax}^n + \text{Ax}(\text{eqtime}) \models \text{Pax}^+.$

**Proof:** Assume $n > 2$. Then, by the proof of Thm.3.2.13 (p.118), $\text{Bax}^n + \text{Ax}(\text{Bw})$ excludes FTL observers. Further, $\text{Bax}^n \models \text{Ax}(\infty \text{ph})$ by Prop.4.5.8. Therefore item (i) of the proposition holds. Item (ii) follows by (i) and by Prop.4.5.4(i). Item (iii) follows by Thm.3.4.19 (p.221) of AMN [18] and by Prop.4.5.4(ii) herein. ■

Below we state a theorem corresponding to the theorem schemas (c) and (d) on p.286 way above. The theorem below implies that $\text{Mod}(\text{G}) \equiv_n \text{Ge}(\text{G})$, if we assume that $\text{Th}$ satisfies $\text{Ax}(\text{diswind})$ and condition $(\star)$ in the theorem. We note that more than this is true, namely, Thm.4.3.38 says that $\text{Mod}(\text{G}) \equiv_n \text{Ge}(\text{G})$ under the same conditions.

**THEOREM 4.5.11**
There is a first-order definable meta-function $\mathcal{M} : \text{Ge}(\text{Pax}^+) \rightarrow \text{Mod}(\text{Pax}^+)$ such that (i)–(iii) below hold, for any $\text{Th}$ satisfying condition $(\star)$ way below. Moreover, this $\mathcal{M}$ is the natural meta-function defined in Def.4.3.38 (p.310).

(i) $\mathcal{M} : \text{Ge}(\text{Th}) \rightarrow \text{Mod}(\text{Th})$ (and of course $\mathcal{G} : \text{Mod}(\text{Th}) \rightarrow \text{Ge}(\text{Th})$).

(ii) Both $\mathcal{M} \circ \mathcal{G}$ and $\mathcal{G} \circ \mathcal{M}$ have the strong fixed-point property in the sense that for any $\mathcal{G} \in \text{Ge}(\text{Th})$ and $\mathcal{M} \in \text{Mod}(\text{Th})$

$$\left(\mathcal{M} \circ \mathcal{G}\right)(\mathcal{G}) \cong \mathcal{G} \quad \text{and} \quad \left(\mathcal{G} \circ \mathcal{M}\right)(\mathcal{M}) \cong \mathcal{M},$$

moreover there is an isomorphism between $\mathcal{G}$ and $(\mathcal{M} \circ \mathcal{G})(\mathcal{G})$ which is the identity map on $F$, and the analogous statement holds for $\mathcal{M}$ and $(\mathcal{G} \circ \mathcal{M})(\mathcal{M})$, see Figure 105 and pictures (c), (d) in Figure 102 (p.285).

(iii) Moreover, $\mathcal{G}$ and $\mathcal{M}$ are first-order definable meta-functions, assuming $\text{Th} \models \text{Ax}(\text{diswind}).$

$(\star)$ $n > 2$ and $\text{Th} \models \text{Bax}^n + \text{Ax}(\text{Triv}) + \text{Ax}(\|)^+ + \text{Ax}(\text{eqtime}) + \text{Ax}(\text{ext}) + \text{Ax}(\bigvee) + \text{Ax}(\sqrt{\cdot}).$

**Proof:** The theorem is proved in the proof of Thm.4.5.43 (p.315) way below. ■

The following theorem implies that the sentences in our frame language can be translated (in a meaning preserving way) into sentences in the language of our observer independent geometries and vice-versa, under some assumptions. Cf. the text above Thm.4.3.38, Remark 4.3.37, introduction of §4.2.2 and the text above Prop.4.3.45 (p.265). In connection with the following theorem we note that $\mathcal{F}$ is a common sort of $\text{Mod}(\text{Th})$ and $\text{Ge}(\text{Th})$.

---

611 That functor $\mathcal{M}$ will be defined later (beginning with p.308).
4.5.1 Duality Theory Between Models and Geometries

**Figure 105:** $(\mathcal{M} \circ \mathcal{G})(\mathfrak{G}) \cong \mathfrak{G}$ and $(\mathcal{G} \circ \mathcal{M})(\mathfrak{M}) \cong \mathfrak{M}$.

**Theorem 4.5.12** Let $\mathcal{M} : \text{Ge}(\text{Pax}^+) \rightarrow \text{Mod}(\text{Pax}^+)$ be a first-order definable meta-function such that for this choice of $\mathcal{M}$ the conclusions of Thm. 4.5.11 above hold. Assume $n > 2$ and that $\text{Th}$ is as in Thm. 4.3.38 above. Then there are “natural” translation mappings

$$T_\mathcal{M} : \text{Fm}(\text{Mod}(\text{Th})) \rightarrow \text{Fm}(\text{Ge}(\text{Th})) \quad \text{and} \quad T_\mathcal{G} : \text{Fm}(\text{Ge}(\text{Th})) \rightarrow \text{Fm}(\text{Mod}(\text{Th}))$$

such that for every $\varphi(\bar{x}) \in \text{Fm}(\text{Mod}(\text{Th}))$, $\psi(\bar{y}) \in \text{Fm}(\text{Ge}(\text{Th}))$ with all their free variables belonging to sort $F$, $\mathfrak{M} \in \text{Mod}(\text{Th})$ and $\mathfrak{G} \in \text{Ge}(\text{Th})$, and evaluations $\bar{a}, \bar{b}$ of $\bar{x}, \bar{y}$, respectively (in $F$ of course), (i)-(iv) below hold.\(^{612}\)

(i) $\mathcal{M}(\mathfrak{G}) \models \varphi[\bar{a}] \iff \mathfrak{G} \models T_\mathcal{M}(\varphi)[\bar{a}]$ and $\mathcal{G}(\mathfrak{M}) \models \psi[\bar{b}] \iff \mathfrak{M} \models T_\mathcal{G}(\psi)[\bar{b}]$.

(ii) $\mathfrak{M} \models \varphi[\bar{a}] \iff \mathcal{G}(\mathfrak{M}) \models T_\mathcal{M}(\varphi)[\bar{a}]$ and $\mathfrak{G} \models \psi[\bar{b}] \iff \mathcal{M}(\mathfrak{G}) \models T_\mathcal{G}(\psi)[\bar{b}]$.

(iii) $\mathfrak{M} \models \varphi(\bar{x}) \iff T_\mathcal{G}(T_\mathcal{M}(\varphi))(\bar{x})$ and $\mathfrak{G} \models \psi(\bar{y}) \iff T_\mathcal{M}(T_\mathcal{G}(\psi))(\bar{y})$.

(iv) $\text{Mod}(\text{Th}) \models \varphi \iff \text{Ge}(\text{Th}) \models T_\mathcal{M}(\varphi)$ and $\text{Ge}(\text{Th}) \models \psi \iff \text{Mod}(\text{Th}) \models T_\mathcal{G}(\psi)$.

**Proof:** The theorem follows from Theorems 4.5.11 and by Prop. 4.3.45 on p. 265 (and by noticing that Thm. 4.5.11 implies that $\text{Mod}(\text{Th}) \equiv^w \text{Ge}(\text{Th})$).

---

Below we state a theorem corresponding to the theorem schemas (A), (c)-(h) on p.286 way above. In connection with the formulation of the next theorem we note that for any $\text{Th}$, $\mathcal{G} : \text{Mod}(\text{Th}) \rightarrow \text{Ge}(\text{Th})$ by the definition of $\mathcal{G}$. (Hence, in particular $\mathcal{G} : \text{Mod}(\text{Pax}^+) \rightarrow \text{Ge}(\text{Pax}^+)$.)

**Theorem 4.5.13**

There is a first-order definable meta-function $\mathcal{M} : \text{Ge}(\text{Pax}^+) \rightarrow \text{Mod}(\text{Pax}^+)$ such that (i)-(iv) below hold. Moreover, this $\mathcal{M}$ is the natural meta-function defined in Def. 4.5.38 (p.310).

(i) The members of the range of $\mathcal{M}$ are fixed-points of $\mathcal{G} \circ \mathcal{M}$, formally: For any $\mathfrak{G} \in \text{Ge}(\text{Pax}^+)$

$$(\mathcal{G} \circ \mathcal{M})(\mathcal{M}(\mathfrak{G})) \cong \mathcal{M}(\mathfrak{G}),$$

see picture (F) in Figure 102 (p.285).

\(^{612}\)We note that the formulas $\varphi$ and $T_\mathcal{M}(\varphi)$ have the same free variables (therefore (i) below makes sense). Similarly for $T_\mathcal{G}$ etc.
(ii) Both $\mathcal{G} \circ \mathcal{M}$ and $\mathcal{M} \circ \mathcal{G}$ have fixed-point property in the sense that for any $\mathfrak{M} \in \text{Mod}(\text{Pax}^+)$ and $\mathfrak{G} \in \text{Ge}(\text{Pax}^+)$

$$(\mathcal{G} \circ \mathcal{M})(\mathfrak{M}) \cong (\mathcal{G} \circ \mathcal{M})(\mathfrak{M}) \quad \text{and} \quad (\mathcal{M} \circ \mathcal{G})(\mathfrak{G}) \cong (\mathcal{M} \circ \mathcal{G})(\mathfrak{G}),$$

see Figure 106 and pictures (G) and (H) in Figure 102 (p.285).

![Diagram](image1.png)

Figure 106: These diagrams commute up to isomorphism.

$$\text{Th} = \text{Pax}^+ + \text{Ax}(\text{ext}) + \text{Ax} \heartsuit$$

![Diagram](image2.png)

Figure 107: $\mathfrak{M} \hookrightarrow (\mathcal{G} \circ \mathcal{M})(\mathfrak{M})$

(iii) $\mathcal{M} : \text{Ge}(\text{Pax}^+ + \text{Ax}(\text{ext}) + \text{Ax} \heartsuit) \rightarrow \text{Mod}(\text{Pax}^+ + \text{Ax}(\text{ext}) + \text{Ax} \heartsuit)$

for any $\mathfrak{M} \in \text{Mod}(\text{Pax}^+ + \text{Ax}(\text{ext}) + \text{Ax} \heartsuit)$

$\mathfrak{M}$ is embeddable into $(\mathcal{G} \circ \mathcal{M})(\mathfrak{M})$, i.e.

$$\mathfrak{M} \hookrightarrow (\mathcal{G} \circ \mathcal{M})(\mathfrak{M}),$$

see Figure 107 and picture (A) in Figure 102 (p.285).
(iv) \( \mathcal{M} : \text{Ge}(\text{Pax}^+ + \text{Ax}(\text{eqm})) \rightarrow \text{Mod}(\text{Pax}^+ + \text{Ax}(\text{eqm})) \) (and of course \( \mathcal{G} : \text{Mod}(\text{Pax}^+ + \text{Ax}(\text{eqm})) \rightarrow \text{Ge}(\text{Pax}^+ + \text{Ax}(\text{eqm}))) \), and

\( \mathcal{M} \circ \mathcal{G} \) has a strong fixed-point property in the sense that for any \( \mathcal{G} \in \text{Ge}(\text{Pax}^+ + \text{Ax}(\text{eqm})) \)

\[(\mathcal{M} \circ \mathcal{G})(\mathcal{G}) \cong \mathcal{G},\]

(cf. the left-hand side of Fig.105 and picture (d) in Fig.102).

Further, the members of the range of \( \mathcal{G} \) are fixed-points of \( \mathcal{M} \circ \mathcal{G} \), formally: For any \( \mathcal{M} \in \text{Mod}(\text{Pax}^+ + \text{Ax}(\text{eqm})) \)

\[(\mathcal{M} \circ \mathcal{G})(\mathcal{G}(\mathcal{M})) \cong \mathcal{G}(\mathcal{M}),\]

(cf. picture (E) in Figure 102 (p.285).

**Proof:** The theorem follows by Thm.4.5.43 (p.315) way below. □

Assume for \( \mathcal{M} : \text{Ge}(\text{Pax}^+) \rightarrow \text{Mod}(\text{Pax}^+) \) that the conclusions of Thm.4.5.13 hold and \( \mathcal{M} \) is a first-order definable meta-function. Let

\[\text{Th} := \text{Pax}^+ + \text{Ax}(\text{eqm}) + \text{Ax}(\text{ext}) + \text{Ax}(\ minors.

Then, by Thm.4.5.13, \( \mathcal{G} \circ \mathcal{M} \) and \( \mathcal{M} \circ \mathcal{G} \) are closure operators on \( \langle \text{Mod}(\text{Th}), \subseteq_w \rangle \) and \( \langle \text{Ge}(\text{Th}), \subseteq_w \rangle \) up to isomorphism, respectively (cf. p.288), assuming \( \mathcal{G} \circ \mathcal{M} \) and \( \mathcal{M} \circ \mathcal{G} \) preserve \( \subseteq_w \). Further, \( \mathcal{M} \circ \mathcal{G} \) is the “identity operator” on \( \text{Ge}(\text{Th}) \) up to isomorphism, i.e. for any \( \mathcal{G} \in \text{Ge}(\text{Th}) \), \( (\mathcal{M} \circ \mathcal{G})(\mathcal{G}) \cong \mathcal{G} \). The analogous statement for \( \mathcal{G} \circ \mathcal{M} \) does not hold in general, i.e. there is \( \mathcal{M} \in \text{Mod}(\text{Th}) \) such that \( (\mathcal{G} \circ \mathcal{M})(\mathcal{M}) \not\cong \mathcal{M} \). This asymmetry is caused by our choice of \( \mathcal{G} \), i.e. by the fact that \( \mathcal{G} \) is surjective in the sense that \( \text{Rng}(\mathcal{G}) \) is \( \text{Ge}(\text{Th}) \) up to isomorphism. We will have a duality theory for the \( (g, \tau) \)-free reduct of our geometries in §4.5.4 which will be more symmetric.

Further theorems in this line (duality theories, Galois connections etc.) will follow after we elaborate the definitions of e.g. the function \( \mathcal{M} \). For that definition we will need some preparation e.g. coordinatization of our geometries summarized in §4.5.2 below.

**Remark 4.5.14 (Duality theories, Galois theories, Galois connections all over mathematics, in analogy with the ones in the present work)**

In connection with “theorem patterns” (A)-(I) above there is an analogy between our present functors \( \mathcal{G} \) and \( \mathcal{M} \) and the various Galois theories, duality theories, Galois connections in mathematics in the sense outlined in Remark 6.6.4 of AMN [18], cf. Def.A.1.2 (p.A-3) for Galois connections and Remark A.1.1 (p.A-1) for motivation for studying Galois connections.\(^{613}\)

(1) As motivating examples\(^{614}\), we recall from the literature e.g. the Galois theory of fields, that of cylindric and relation algebras, Stone duality and related duality theories in AMN [18, §§ 6.6.5-6.6.7, pp. 1078-1107]. The notion of a duality theory is presented in AMN [18] in such a way that the well known examples of Laplace transform and Fourier transform are shown there to be special cases of this notion.

\(^{613}\) The reader not familiar with abstract algebra may safely skip this discussion of connections with Galois theory.

\(^{614}\) for duality theories in general, and Galois connections in particular. (We regard category theoretic adjoint situations too as duality theories [cf. AMN [18] for explanation of this].)
4.5 DUALITY THEORY

In AMN [18], Stone duality is abbreviated by the notation

\[ \begin{align*} &\overset{S}{\to} \\
&\overset{\mathcal{L}_{BA}}{\leftarrow} \\
\end{align*} \]

where \( S \) and \( \mathcal{L}_{BA} \) are two functors. We will use this notation below.

(II) Connections of Stone duality with the (syntax, semantics)-duality in logic and in particular with parts of definability theory discussed in §4.3 (p.218):

In connection with Fig.96 (p.263) and Fig.108 (p.295), for the interested reader, we note that the (syntax, semantics)-duality as discussed in this work is an organic part of algebraic logic. Therefore if the reader wants to learn more about this duality he can find more information in works usually classified as algebraic logic (or sometimes as its category-theoretic-oriented parts).

Notation: For any first-order theory \( Th \),

\[ Fm(Th) \overset{\text{def}}{=} Fm(\text{Mod}(Th)), \]

i.e. \( Fm(Th) \) is the set of formulas of the language of the theory \( Th \). In this definition we assume that the vocabulary of \( Th \) is somehow determined by \( Th \). I.e. when specifying a theory one has to specify its vocabulary, too. (We often leave this to context).

Convention: In the present remark (explaining duality theories etc.), we treat interpretations in a somewhat simpler way form than in the definability section §4.3. The difference is that in the duality item we consider only one-sorted theories. I.e. the objects of the category Theories in Fig.108 are one-sorted theories. In the definability section we concentrated on many-sorted theories. Hence there interpretations were understood between many-sorted theories which made them slightly more complicated objects than interpretations in the present part.\(^{615}\) Cf. p.263, p.251, footnote 545 (p.251) herein and p.1023 footnote 1022 in AMN [18].

Here we sketch an analogy between two duality theories. One of them is Stone duality while the other duality acts between the category of first-order theories (and translation mappings between them as morphisms) and the category of axiomatizable model classes (and first-order definable meta-functions i.e. interpretations between them). (For the latter duality see Fig.96 on p.263, while for the analogy with Stone duality cf. Fig.108.) In more detail, the category of Boolean algebras is put into analogy with the category of (first-order) theories (in the syntactical sense) whose objects are the \( \langle Fm(Th), Th \rangle \) pairs. The morphisms of this category are the translation mappings or interpretations like \( Tr_f \) in Fig.96 on p.263 cf. also footnote 1022 on p.1023 of AMN [18], Prop.4.3.41 (p.264) and Theorems 4.3.27, 4.3.29 (pp. 245, 247). (These translation mappings are often called interpretations.\(^{616}\) E.g. we can consider \( \langle Fm(Th_1), Th_1 \rangle, \langle Fm(Th_2), Th_2 \rangle \) as two BA’s and any translation mapping \( Tr \) from \( Th_1 \) to \( Th_2 \) will be a homomorphism between these BA’s. Let, now, \( K_1 \) and \( K_2 \) be two axiomatizable classes of models. Let \( f : K_2 \to K_1 \) be a first-order definable meta-function\(^{617}\). Then \( f \) induces a

\(^{615}\)E.g. in §4.3 an interpretation consisted of a function \( Tr \) together with something called “code” (cf. p.251).

\(^{616}\)The choice between using “translation mapping” or “interpretation” depends only on which aspects or which perspective/background we want to emphasize (and also on which part of the literature we want to emphasize the connections cf. footnote 1022 on p.1023 of AMN [18].

\(^{617}\)cf. p.262, Def.4.3.39
translation mapping \( Tr_f : \text{Fm}(K_1) \rightarrow \text{Fm}(K_2) \) satisfying the conclusion of Prop. 4.3.41, p.264. Let us notice that \( \text{Fm}(K_i) \) are theories hence they correspond to \( \text{BA} \)'s (of equivalence classes of formulas) and \( Tr_f \) turns out to be a \( \text{BA} \)-homomorphism. Further \( K_2, K_1 \) are Boolean topological spaces\(^{618} \) and \( f \) is a continuous function. Now if we apply Stone duality to the \( \text{BA} \)-homomorphism \( Tr_f \) then we will obtain the continuous function \( f \) as its dual. See Fig.108. For more detailed exposition of the above see AMN [18, Rem.6.6.4, p.1014].

Summing it up, what we tried to say in the above discussion is that Stone duality is, basically, the same thing as the (key idea of) (syntax, semantics)-duality of logic which was used implicitly in §4.3 (and which, in particular, makes translation mappings between formulas go in the opposite direction as they go between the models).\(^{619} \)

\[ * * * 

(III) \textit{Analogy with Galois theory of Cylindric algebras}: Let us take the Galois theory of Cylindric algebras as an example, cf. Andréka-Comer-Németi [8, 9] and Comer [61]. Here, \( \mathfrak{M} \)

\(^{618}\) if we collapse the elementarily equivalent models

\(^{619}\) Stone duality concentrates on the category of \( \text{BA} \)'s. Syntax-semantics duality concentrates on the category of theories. But a theory \( Th \) induces a Boolean algebra which we denote as \( \text{Fm}(Th)/Th \). This gives us a connection... etc.

Else: In passing we note that \( \text{Fm}(Th)/Th \) is a slightly more complex object than a plain \( \text{BA} \). Therefore (in logical (syntax, semantics)-duality) when forming the dual \( S(\text{Fm}(Th)/Th) \) of \( \text{Fm}(Th)/... \) we do not take all prime ideals of \( \text{Fm}(Th)/Th \), but only those ones, say \( P \), whose complements \( \neg P \) form consistent theories of our logic. (To this end we have to view \( \neg P \) as a subset of \( \text{Fm}(Th) \).) Equivalently, we could use the prime ideals of the subalgebra \( \text{Fmclosed}(Th)/Th \), but we think that requiring \( \neg P \) to be a consistent theory is more helpful in building good logical intuition.

For completeness: To make the connection with Stone duality even closer, we have the following extra option: We can stick with \( \text{Fm}(Th)/Th \) on the \( \text{BA} \) side (using all prime ideals) and on the topology side use model-evaluation pairs \( (\mathfrak{M}, \alpha) \) as points of our topology “\( \text{Mod}(Th) \)”. In this setting the analogy with Stone duality is perfect. This train of thought when pushed to the extreme leads eventually to cylindric algebras (CA’s) in place of \( \text{BA} \)'s, and to represented CA’s in place of represented BA’s (which are nothing but Boolean spaces).
corresponds to a cylindric set algebra, say $\mathcal{A}$, and $\mathcal{G}(\mathcal{M})$ corresponds to the Galois group of $\mathcal{A}$. Recall that a cylindric set algebra $\mathcal{A}$ is an algebra whose elements are concrete relations on a base set, and the Galois group $\mathcal{G}(\mathcal{A})$ of $\mathcal{A}$ is the group of all permutations of this base set which leave all elements of $\mathcal{A}$ fixed. If $G$ is a group of permutations on a base set $U$, then $\mathcal{M}(G)$ consists of all those relations on $U$ which remain fixed by all elements of $G$. Then $\mathcal{M}(\mathcal{G}(\mathcal{M}))$ corresponds to the Galois closure $\mathcal{A}^+$ of $\mathcal{A}$, for which it is true that $\mathcal{A}^+ = \mathcal{A}^+ \supseteq \mathcal{A}$. The Galois closure $\mathcal{A}^+$ of $\mathcal{A}$ contains extra relations whose existence is kind of suggested by the relations in $\mathcal{A}$. So in a sense, in analogy with this, $\mathcal{M}(\mathcal{G}(\mathcal{M}))$ is a kind of “Galois closure” of the original model $\mathcal{M}$ (which will contain extra observers whose existence is kind of suggested by the observers already existing in $\mathcal{M}$). These ideas on cylindric and related algebras are implicitly used in Madarász [167], [170], [169], [177], [23], [20]. We note that the Galois theory of cylindric algebras is strongly analogous with the Galois theory of fields, cf. item (I) in AMN [18, p.1014].

(IV) Analogy with algebraic logic will be discussed in §A.3, p.A-17. Algebraic logic can be regarded as a very important duality theory (actually it is a system or collection of duality theories) as this is shown e.g. in Madarász [170], [165], [164], [166]. Connections with Galois connections and adjoint functors are discussed in §§ A.1, A.2 pp. A-1–A-17 herein, but cf. also §§ 6.6.5, 6.6.6 in AMN [18, pp. 1078–1105]. For further uses of Galois theories and duality theories (e.g. in connection with differential equations) cf. Janelidze [139, p.369]. For further duality theories in physics we refer to Varadarajan [268], but cf. also Lawvere-Schanuel [156, pp. 5–6, pp. 76–77]. Important additional information is in Remark A.1.1 (“Motivation for Galois connections”) item (II) and footnote 1077 (p.1079) in AMN [18]. Duality theories involving $C^*$-algebras, and Laplace transform are on pp. 1098–1105 in AMN [18]. Further examples of duality theories (in and outside of physics) are given in AMN [18, pp. 1078–1080, pp. 1096–1105].

This concludes Remark 4.5.14 (Galois theories, Galois connections, duality theories all over mathematics, in analogy with the ones in the present work).

Our next sub-section is on coordinatization. For applications of this kind of coordinatization in physics cf. e.g. Varadarajan [268].

### 4.5.2 Coordinatization of geometries by ordered fields

In the present sub-section our geometries, in most of the cases, are of the form $\langle Mn; Bw \rangle$, where $Mn$ is the set of points and $Bw$ is a ternary relation (of betweenness) on $Mn$. We do not assume that our geometries $\langle Mn; Bw \rangle$ are reducts of relativistic geometries. It is known from elementary geometry that if a geometry $\langle Mn; Bw \rangle$ satisfies certain axioms, then it can be coordinatized by an ordered field and this ordered field is unique up to isomorphism (cf. e.g. Hilbert [127] or Goldblatt [102] or Schwabhäusser-Szmielew-Tarski [232]). We will recall this coordinatization procedure from the literature (cf. [102, 127, 232]) in a slightly modified form. Before recalling the coordinatization we collect some axioms obtaining the axiom system
opag which\textsuperscript{620} will be sufficient for the coordinatization\textsuperscript{621} of $\langle M_n; Bw \rangle$ by an ordered field. The “geometrical theory” opag and the theory of ordered fields will turn out to be weakly definitionally equivalent, cf. Prop.4.5.26 (p.303).

Roughly speaking, opag is an axiomatization of affine geometry. Affine geometry has been thoroughly studied in the literature, and several axiomatizations for affine geometry are available in the literature, cf. Remark 6.7.17 on p.1148 of AMN [18]. (So opag is not particularly new, it has been put together to suit our purposes in the present work.)

Beside the geometry $\langle M_n; Bw \rangle$ we will also discuss the geometry $\langle M_n; \text{coll} \rangle$. In the case of “$\langle M_n; Bw \rangle$” coll is a defined relation, i.e. we use the abbreviation coll over $\langle M_n; Bw \rangle$ exactly as it was introduced in item 4.2.12 on p.159.

The new sort lines of $\langle M_n; \text{coll} \rangle$ as well as of $\langle M_n; Bw \rangle$ together with the incidence relation $\in \subseteq M_n \times \text{lines}$ are explicitly defined (in the sense of \S 4.3.2) as follows. (Recall that in the case of “$\langle M_n; Bw \rangle$” coll is a defined relation.) First we define

$$R := \{ \langle a, b \rangle : (\exists c \in M_n) \text{coll}(a, b, c), \ a \neq b \}$$

as a new relation. Then we define the new auxiliary sort $U$ to be $R$ together with $p_{j_0}, p_{j_1}$. Intuitively, the elements of $U$ will code the elements of lines. We define a kind of incidence relation $E'$ between $M_n$ and $U$ as follows. Let $e \in M_n$ and $\ell \in U$. Then

$$e \ E' \ell \quad \overset{\text{def}}{\iff} \quad \text{coll}(p_{j_0}(\ell), p_{j_1}(\ell), e).$$

Then we define the equivalence relation $\equiv$ on $U$ as follows. Let $\ell, \ell' \in U$. Then

$$\ell \equiv \ell' \quad \overset{\text{def}}{\iff} \quad (\forall e \in M_n)(e \ E' \ell \iff e \ E' \ell').$$

We define the new sort lines := $U/\equiv$ together with $\in_{U, U/\equiv} \subseteq U \times U/\equiv$. Finally, the incidence relation $e \in M_n \times \text{lines}$ is defined as follows. Let $e \in M_n$ and $\ell \in \text{lines}$. Then

$$e \ E \ell \quad \overset{\text{def}}{\iff} \quad (\exists \ell' \in \ell) e \ E' \ell'.$$

Since the axiom of extensionality holds for the incidence relation $E$ we identify $E$ with the real set theoretic membership relation $\in$. More precisely, without loss of generality we may assume that $\text{lines} \subseteq \mathcal{P}(M_n)$ and that $E$ coincides with the set theoretic $\in$, so we will do this from now on.\textsuperscript{622} This completes the explicit definition of the two sorted geometry $\langle M_n, \text{lines}; \in, \text{coll} \rangle$ over the one-sorted geometry $\langle M_n; \text{coll} \rangle$, and the explicit definition of the two sorted geometry $\langle M_n, \text{lines}; \in, Bw, \text{coll} \rangle$ over the one-sorted geometry $\langle M_n; Bw \rangle$. For the connection of lines with $L$ of $\mathcal{G}_{S_0}$ cf. Item 4.5.36 on p.308.

Next, we introduce axioms A\textsubscript{0}–A\textsubscript{4}, P\textsubscript{1}, P\textsubscript{2}, P\textsubscript{a}. Though these axioms will be in the two-sorted language of $\langle M_n, \text{lines}; \in, \text{coll} \rangle$, by Thm.4.3.27 (p.245), they can be translated into the one-sorted languages of both $\langle M_n; \text{coll} \rangle$ and $\langle M_n; Bw \rangle$.

\textsuperscript{620}“opag” stands for ordered Pappian affine geometry

\textsuperscript{621}The coordinatizations (by Hilbert and others) of (synthetic) geometries mentioned above are related to the subject matter of the present section because observer $m$ coordinatizes $M_n$ by the world-view function $w_m$, i.e. $w_m: "F \rightarrow M_n$ is a coordinatization of $M_n$. In passing we note that the coordinatization methods of Hilbert, von Neumann, von Staudt (cf. in [10]), and others are applied in pure logic e.g. in Andr{é}ka-Givant-N{é}meti [10, pp. 16–19]. (The reference to von Neumann can be found in [10]) Tarski’s school call such coordinatization results representation theorems. The idea is that we represent an abstract axiomatic geometry as a concrete (analytic) geometry in the Cartesian spirit. Cf. Remark 6.6.87 (p.1106) of AMN [18].

\textsuperscript{622}For more detail on why and how we can do this (with “\in”), $e$ and lines we refer to Appendix ("Why first-order logic?") of AMN [18].
\[ A_0 \ (\forall a, b, c \in Mn) \ [ \ \text{coll}(a, b, c) \iff (\exists \ell \in \text{lines}) a, b, c \in \ell \]. \]

Intuitively, \(a, b, c\) are collinear iff there is a line that contains \(a, b, c\).

\[ A_1 \ (\forall a, b \in Mn) \ (a \neq b \rightarrow (\exists \ell \in \text{lines}) a, b \in \ell). \]

Informally, any two distinct points lie on exactly one line.\(^{623}\)

Though axioms \(A_2, A_3, A_4\) below are not first-order formulas in their present form, they can be easily reformulated in the first-order languages of both \(\langle Mn; Bw\rangle\) and \(\langle Mn; \text{coll}\rangle\). Throughout \(n \geq 2\) is the dimension of our geometry. If \(H \subseteq Mn\) then we will use the definition of \(\text{Plane}'(H)\) exactly as it was introduced in Def.4.2.15(ii) (p.161). Intuitively, \(\text{Plane}'(H)\) is the \(n\)-long closure of \(H\) under \(\text{coll}\). Recall that the definition of \(\text{Plane}'(H)\) is a first-order one over both structures \(\langle Mn; \text{coll}, H\rangle\) and \(\langle Mn; Bw, H\rangle\).

\[ A_2 \ \text{Intuitively, if } H \text{ is a less than } n + 2 \text{ element subset of } Mn \text{ then the "} n\text{-long closure"} \]

\(\text{Plane}'(H)\) of \(H\) under \(\text{coll}\) will be closed under \(\text{coll}\), hence the plane \(\text{Plane}(H)\) generated by \(H\) coincides with \(\text{Plane}'(H)\) (cf. Def.4.2.15, p.160), formally:

\[ (\forall H \subseteq Mn) \ 
( |H| \leq n + 1 \land a, b \in \text{Plane}'(H) \land \text{coll}(a, b, c) ) \rightarrow c \in \text{Plane}'(H) . \]

For introducing axioms \(A_3\) and \(A_4\) we need the following definition.

**Definition 4.5.15** Consider a geometry \(\langle Mn; Bw\rangle\).

(i) Let \(H \subseteq Mn\). Then \(H\) is called \textit{independent} iff \((\forall e \in H) e \not\in \text{Plane}'(H \setminus \{e\})\).

(ii) Let \(P \subseteq Mn\). Then \(P\) is called an \textit{i-dimensional plane} iff there is an \(i + 1\) element independent subset \(H\) of \(Mn\) such that \(\text{Plane}'(H) = P\).

\(<\)

\[ A_3 \ \text{Intuitively, if } i \leq n \text{ and } H \text{ is an } i + 1 \text{ element independent subset of } Mn \text{ then there is exactly one } i\text{-dimensional plane that contains } H, \text{ formally:} \]

\[ (\forall H, H' \subseteq Mn) \left( |H| = |H'| \leq n + 1 \land (\text{both } H \text{ and } H' \text{ are independent}) \land H \subseteq \text{Plane}'(H') \rightarrow \text{Plane}'(H) = \text{Plane}'(H') \right) . \]

\[ A_4 \ Mn \text{ is an } n\text{-dimensional plane.} \]

Our next two axioms \(P_1\) and \(P_2\) concern “parallel lines”. For these axioms we need the notion of parallelism.

**Definition 4.5.16** Informally, two lines are parallel if they are in the same 2-dimensional plane, they do not meet or they coincide, formally: Let \(\ell, \ell' \in \text{lines}\). Then \(\ell\) and \(\ell'\) are \textit{parallel}, in symbols \(\ell \parallel \ell'\), iff \((\exists a, b, c \in Mn) \ell, \ell' \subseteq \text{Plane}'(\{a, b, c\})\) and \((\ell \cap \ell' \neq \emptyset \lor \ell = \ell')\).\(^{624}\)

\(<\)

\(^{623}\)Cf. axiom A81 in Golblatt [102, p.112] and axioms I1 and I2 in Hilbert [127, §2],

\(^{624}\)If we apply these definitions (i.e. the def. of \(\text{lines}\) and \(\parallel\)) to \(\mathfrak{M}_w\) then (assuming \(\text{Pax + Ax(diswind)}\)):

(i) \(\text{lines and } L\) are potentially different but \(L \subseteq \text{lines}\), further

(ii) \(\parallel\) and \(\parallel_{\emptyset}\) are potentially different but \(\parallel_{\emptyset}\) is the restriction of \(\parallel\) to \(L\). Cf. Item 4.5.36 on p.308.
\[ \textbf{P_1} \ (\forall \ell \in \text{lines})(\forall a \in \text{Mn})(\exists! \ell' \in \text{lines})(a \in \ell' \land \ell \parallel \ell'). \]

Informally, if we are given a line \( \ell \) and a point \( a \), then there is exactly one line \( \ell' \) that passes through point \( a \) and is parallel to line \( \ell \).\footnote{Cf. axiom AS3 in Goldblatt [102, p.113], and axiom IV in Hilbert [127, §7].} This axiom is called Euclid’s axiom in the literature.

\[ \textbf{P_2} \ (\ell \parallel \ell' \land \ell' \parallel \ell'') \rightarrow \ell \parallel \ell''. \]

I.e. the relation of parallelism is transitive.\footnote{Cf. axiom AS4 in Goldblatt [102, p.113].}

\begin{definition} \textbf{(affine geometry)} \end{definition}

(i) \( \text{ag} := \{A_0, A_1, A_2, A_3, A_4, \text{P}_1, \text{P}_2\} \).

(ii) If \( \langle \text{Mn}; \text{coll} \rangle = \text{ag} \) then we say that \( \langle \text{Mn}; \text{coll} \rangle \) is an \textit{affine geometry}.

\[ \begin{aligned} &\text{An algebraic structure } D = \langle D; +, \cdot \rangle \text{ with binary operations } + \text{ (addition) and } \cdot \text{ (multiplication), is called a } \textit{division ring} \text{ iff 1–3 below hold.} \\
&1. \langle D; + \rangle \text{ is an Abelian (i.e. commutative) group. We let 0 denote its neutral (i.e. identity) element.} \\
&2. \langle D \setminus \{0\}; \cdot \rangle \text{ is a group.} \\
&3. \text{The distributive laws} \\
&\quad x \cdot (y + z) = x \cdot y + x \cdot z, \quad (y + z) \cdot x = y \cdot x + z \cdot x \\
&\text{hold for all } x, y, z \in D. \end{aligned} \]

We note that a division ring in which the multiplication is commutative \((x \cdot y = y \cdot x)\) is a field.

Assume \( D = \langle D; +, \cdot \rangle \) is a division ring. Then the set of lines \( \text{Eucl}(n, D) \subseteq \mathcal{P}(nD) \) of the “coordinate system” \( "D" \) is defined completely analogously to the case of fields on p.18. Further, \( \text{coll}_D \) is a ternary relation on \( nD \) defined as

\[ \text{coll}_D := \{ (p, q, r) \in nD \times nD \times nD : (\exists \ell \in \text{Eucl}(n, D)) p, q, r \in \ell \}. \]

The following fact (known from geometry) says that a geometry is an affine one iff it can be coordinatized by a division ring.

\[ \textbf{FACT 4.5.18} \text{ Assume } n > 2. \text{ Then} \]

\[ \langle \text{Mn}; \text{coll} \rangle = \text{ag} \]

\( \Downarrow \)

\( \text{there is a division ring } D = \langle D; +, \cdot \rangle \text{ such that } \langle \text{Mn}; \text{coll} \rangle \cong \langle nD; \text{coll}_D \rangle. \)
On the proof: A proof can be recovered from Goldblatt [102, pp. 23-27, 71, 114] and Hilbert [127, §24]. Cf. also the proof of Fact 4.5.25 (p.302).

Fact 4.5.18 above gives hints on how one can try to find relativistic models behind geometries. It also gives an idea for a possible generalization of our approach, namely, in our frame theory for relativity instead of requiring that \( \mathfrak{F} \) is an ordered field we could require only that \( \mathfrak{F} \) is an ordered division ring.

Our theorem below implies that the theory of division rings and the theory of affine geometries are weakly definitionally equivalent. Therefore, by Prop.4.3.45 (p.265), there are meaning preserving translation mappings between the two theories such that these translation mappings are inverses of each other in some sense. Cf. the discussion of weak definitional equivalence on pp. 263–265 for more intuition for the next theorem.

**THEOREM 4.5.19** Assume \( n > 2 \). Then

\[
\text{the class of division rings) } \equiv_{\Delta} \{ \langle Mn; \text{coll} \rangle : \langle Mn; \text{coll} \rangle \models \text{ag} \}, \quad \text{but} \\
\text{the class of division rings) } \not\equiv_{\Delta} \{ \langle Mn; \text{coll} \rangle : \langle Mn; \text{coll} \rangle \models \text{ag} \},
\]

i.e. the theory of division rings and the theory of affine geometries (if \( n > 2 \)) are weakly definitionally equivalent, but they are not definitionally equivalent.

On the proof: We omit the proof but cf. the proof of Thm.4.5.26.

It is interesting that by the above theorem the “one-sorted” class of division rings is weakly definitionally equivalent with the geometries \( \langle Mn, \text{lines}; \in, \text{coll} \rangle \) satisfying \text{ag}.

To make our division ring \( \mathbb{D} \) in Fact 4.5.18 commutative (i.e. to make it a field) we introduce a new axiom \textbf{Pa} called Pappus-Pascal Property in the literature, cf. e.g. Hilbert [127] or Goldblatt [102, p.21]. In the axiom \textbf{Pa} we will use the following abbreviation.

**Notation 4.5.20** Let \( a, b, c, d \in Mn. \) Then

\[
\langle a, b \rangle \parallel \langle c, d \rangle \\
\iff \\
\left( a \neq b \land c \neq d \land (\exists \ell, \ell' \in \text{lines})(\ell \parallel \ell' \land a, b \in \ell \land c, d \in \ell') \right).
\]

\[
\textbf{Pa} \quad (\forall \ell, \ell' \in \text{lines})(\forall a, b, c \in \ell \setminus \ell')(\forall a', b', c' \in \ell' \setminus \ell') \\
[ (\langle a, b \rangle \parallel \langle a', b' \rangle \land \langle a, c \rangle \parallel \langle a', c' \rangle ) \rightarrow \langle b, c' \rangle \parallel \langle b', c \rangle ],
\]

see Figure 109.

**Definition 4.5.21** (Pappian affine geometry)

(i) \textbf{pag} \( \equiv \text{ag} + \text{Pa} \).

(ii) If \( \langle Mn; \text{coll} \rangle \models \text{pag} \) then we say that \( \langle Mn; \text{coll} \rangle \) is a \textbf{Pappian affine geometry}.

The following fact (known from geometry) says that a geometry is a Pappian affine one iff it can be coordinatized by a field.
**FACT 4.5.22**

\[
\langle M_n; \text{coll} \rangle \models \text{pag}
\]

\(\Downarrow\)

(there is a field \(F\) such that \(\langle M_n; \text{coll} \rangle \cong \langle nF, \text{coll}_F \rangle\)).

**On the proof:** A proof can be recovered from Goldblatt [102, pp. 23-27, 71, 114] and Hilbert [127, §24]. Cf. also the proof of Fact 4.5.25 (p.302). 

**THEOREM 4.5.23**

\[
\text{(the class of fields) } \equiv^\Delta \{ \langle M_n; \text{coll} \rangle : \langle M_n; \text{coll} \rangle \models \text{pag} \}, \quad \text{but}
\]

\[
\text{(the class of fields) } \not\equiv^\Delta \{ \langle M_n; \text{coll} \rangle : \langle M_n; \text{coll} \rangle \not\models \text{pag} \},
\]

i.e. the theory of fields and the theory of Pappian affine geometries are weakly definitionally equivalent, but they are not definitionally equivalent.

**On the proof:** We omit the proof but cf. the proof of Thm.4.5.26. 

To make our field an ordered field in Fact 4.5.22 we need a few further axioms. These further axioms concern betweenness \(Bw\), and they are in the language of \(\langle M_n; Bw \rangle\). (\(\text{coll}\) is a defined relation.)

\[B_1\]

\[Bw(a, b, c) \rightarrow (a \neq b \neq c \neq a \wedge Bw(c, b, a) \wedge \neg Bw(b, a, c)).\]

Intuitively, if \(b\) lies between \(a\) and \(c\) then \(a, b, c\) are distinct points and \(b\) lies between \(c\) and \(a\). Further, for any three points \(a, b, c\) at most one of them lies between the other two.\(^{627}\)

\[B_2\]

\[a \neq b \rightarrow (\exists c)Bw(a, b, c)\].

Informally, for any two distinct points \(a, b\) there is at least one point \(c\) such that \(b\) lies between \(a\) and \(c\).\(^{628}\)

Axiom \(B_3\) below is called Pasch’s Law in the literature.

\(^{627}\)Cf. axioms B1, B3 in Goldblatt [102, pp. 70-71] and axioms II\(_1\) and II\(_3\) in Hilbert [127, §3].

\(^{628}\)Cf. axiom B2 in Goldblatt [102, p.70] and axiom II\(_2\) in Hilbert [127, §3].
Intuitively, if a line \( \ell \) lies in the plane determined by a triangle \( abc \), and passes between \( a \) and \( b \) but not through \( c \), then \( \ell \) passes between \( a \) and \( c \), or between \( b \) and \( c \), formally:

\[
(\neg \text{coll}(a, b, c) \land \ell \subseteq \text{Plane}'(\{a, b, c\}) \land (\exists d \in \ell) Bw(a, d, b) ) \rightarrow \\
(\exists e \in \ell)(Bw(a, e, c) \lor Bw(b, e, c)),
\]

see Figure 110.

Figure 110: Pasch’s Law.

So far it was clear what we meant when we wrote \( \langle M; \text{coll} \rangle \models \text{pag} \). Now, beside \text{coll} we want to use \text{Bw} too, and we want to write \( \langle M; \text{coll}, Bw \rangle \models \text{pag} + \) (some new axioms [concerning \text{Bw}]). Since \text{coll} is definable from \text{Bw}, we will write \( \langle M; \text{Bw} \rangle \models \ldots \) instead of \( \langle M; \text{coll}, Bw \rangle \models \ldots \). We hope that the similarity between the expressions \( \langle M; \text{coll} \rangle \) and \( \langle M; \text{Bw} \rangle \) will create no confusion\(^{630} \) (because context will help).

**Definition 4.5.24 (ordered Pappian affine geometry)**

(i) \( \text{opag} = \text{pag} + \{B_1, B_2, B_3\} \).

(ii) If \( \langle M; Bw \rangle \models \text{opag} \) then we say that \( \langle M; Bw \rangle \) is an ordered Pappian affine geometry.

\[<\]

The following fact (known from geometry) says that a geometry is an ordered Pappian affine one iff it can be coordinatized by an ordered field.

**FACT 4.5.25**

\( \langle M, Bw \rangle \models \text{opag} \)

\[\upharpoonright\]

(there is an ordered field \( \mathbb{F} \) such that \( \langle M, Bw \rangle \cong \langle \mathbb{F}, \text{Betw} \rangle \)).

**Proof:** Proof of direction “\( \upharpoonright \)” goes by checking the axioms, while direction “\( \upharpoonright \)” follows from Prop.4.5.35 (p.308) way below. (Cf. also Def.4.5.34 on p.307). \[\]

\(^{629}\)Cf. axiom B4’ in Goldblatt [102, p.136] and axiom II4 in Hilbert [127, §3].

\(^{630}\)Cf. Convention 4.3.1 on p.220.
**Theorem 4.5.26**

(1) the class of ordered fields $\equiv_{\Delta} \{ \langle Mn; Bw \rangle : \langle Mn; Bw \rangle \models \text{opag} \}, \quad \text{but}

(2) the class of ordered fields $\neq_{\Delta} \{ \langle Mn; Bw \rangle : \langle Mn; Bw \rangle \models \text{opag} \},$

i.e. the theory of ordered fields and the theory of ordered Pappian affine geometries are weakly definitionally equivalent, but they are not definitionally equivalent.

**On the proof:** A proof for the "$\equiv_{\Delta}"$ part can be obtained by Def.4.5.28, Prop.4.5.29, Def.4.5.31, Prop.4.5.32 and Examples 4.3.16 (p.238).

A proof for the "$\neq_{\Delta}"$ part can be obtained by using item (6) on p.257 and Fact 4.5.25 as follows. It can be seen that $\langle n F; \text{Betw} \rangle$ has many non-trivial automorphisms for any ordered field $\mathfrak{F}$. (E.g. $x \mapsto 2x$ induces such an automorphism of $\langle n F; \text{Betw} \rangle$.) Thus any ordered Pappian affine geometry has many non-trivial automorphisms, in particular, the automorphism group has more than one element, by Fact 4.5.25. On the other hand, there are ordered fields with one-element automorphism groups (e.g. the ordered field $\mathfrak{R}$ of real numbers is such). Then (6) on p.257 implies that the class of ordered fields cannot be definitionally equivalent ($\equiv_{\Delta}$) with the class of ordered Pappian affine geometries. By this, the "$\neq_{\Delta}"$ part of our theorem is proved, too.

Assume $\langle Mn; Bw \rangle \models \text{opag}$. In Def.4.5.28 below, for every $o, e \in Mn$ with $o \neq e$ we will define an "ordered field" $\mathfrak{F}_{0e}$ corresponding to $o, e$. Prop.4.5.29 says that $\mathfrak{F}_{0e}$ is indeed an ordered field. In Prop.4.5.30 we will see that the ordered field $\mathfrak{F}_{0e}$ does not depend on the particular choice of $o, e$. Thus, there is a unique ordered field $\mathfrak{F}$ behind the geometry $\langle Mn; Bw \rangle$. In Def.4.5.31 we will define this ordered field $\mathfrak{F}$ explicitly over $\langle Mn; Bw \rangle$. Finally, in Def.4.5.34 we will define a coordinatization of the geometry $\langle Mn; Bw \rangle$ by $\mathfrak{F} = \langle F, \ldots \rangle$ which will be proved to be an isomorphism between $\langle Mn; Bw \rangle$ and $\langle n F; \text{Betw} \rangle$ as Prop.4.5.35.

**Notation 4.5.27** Let $\langle Mn; Bw \rangle$ be a geometry, and $o, e \in Mn$. Then the **half-line** $[oe]$ with origin $o$ and containing $e$ is defined as follows.

$$[oe] \overset{\text{def}}{=} \{ a \in Mn : \text{coll}(o, e, a) \land \neg Bw(a, o, e) \} \overset{631}{\text{.}}$$

**Definition 4.5.28** *(The ordered field $\mathfrak{F}_{0e}$)*

Assume $\langle Mn; Bw \rangle \models \text{opag}$. Let $o, e \in Mn$ with $o \neq e$. We define an "ordered field" $\mathfrak{F}_{0e}$ corresponding to $o$ and $e$ as follows. Our $o$ and $e$ represent 0 and 1, respectively. Let

$$F_{0e} \overset{\text{def}}{=} \{ a \in Mn : \text{coll}(o, e, a) \},$$

i.e. $F_{0e}$ is the line determined by $o$ and $e$. We will first define addition $+_{0e}$ as a ternary relation $+_{0e} \subseteq F_{0e} \times F_{0e} \times F_{0e}$ and later (in Prop.4.5.29) we will see that it is a function $+_{0e} : F_{0e} \times F_{0e} \rightarrow F_{0e}$. We will define multiplication $\cdot_{0e} \subseteq F_{0e} \times F_{0e} \times F_{0e}$ in an analogous style. Further we will define "ordering" $\leq_{0e} \subseteq F_{0e} \times F_{0e}$.

Let $a, b, c \in l$.

---

\(^{631}\) We note that we have a slightly different notion of a half-line denoted as $\mathcal{I}_{0e}$ in §6.2.6, p.891 of AMN [18]. Our present notion "[oe]" of a half-line is slightly different (it is tailored for the structure $\langle Mn; Bw \rangle$, while the one in AMN [18] is tailored for $\mathfrak{S}_{2n}$), but the basic idea is the same.
\[ +_{\text{oe}}(a, b, c) \]
\[ \overset{\text{def}}{=} \]
\[ (\exists \ell \in \text{lines}) \left( o \not\in \ell \land \ell || F_{\text{oe}} \land \right. \]
\[ (\exists d', y \in \ell)(\langle o, o' \rangle || \langle b, y' \rangle \land \langle d', a \rangle || \langle y', c \rangle) \right). \]

\[ \cdot_{\text{oe}}(a, b, c) \]
\[ \overset{\text{def}}{=} \]
\[ (\exists \ell \in L)(\ell \cap F_{\text{oe}} = \{ o \} \land \]
\[ (\exists a', e' \in \ell)(\langle e, e' \rangle || \langle a, a' \rangle \land \langle b, e' \rangle || \langle c, a' \rangle) \right). \]

\[ (\forall d \in F_{\text{oe}})(o \leq_{\text{oe}} d \overset{\text{def}}{=} d \in [o \text{e}], \text{ and} \]
\[ a \leq_{\text{oe}} b \overset{\text{def}}{=} (\exists d \in F_{\text{oe}})(a + d = b \land o \leq_{\text{oe}} d). \]

We define the algebraic structure \( \mathfrak{F}_{\text{oe}} \) as
\[ \mathfrak{F}_{\text{oe}}: \overset{\text{def}}{=} \langle F_{\text{oe}}; +_{\text{oe}}, \cdot_{\text{oe}}, \leq_{\text{oe}} \rangle. \]

\( \mathfrak{F}_{\text{oe}} \) is an ordered field by Prop.4.5.29 below.

\[ < \]

**PROPOSITION 4.5.29** Assume \( \langle M_n; Bw \rangle \models \text{opag} \). Assume \( o, e \in M_n \) with \( o \neq e \). Then \( \mathfrak{F}_{\text{oe}} \) is an ordered field.

**On the proof:** A proof can be recovered from Goldblatt [102, pp. 23-27, 71, 114] and Hilbert [127, §24].

Item (i) of the following proposition says that the ordered field \( \mathfrak{F}_{\text{oe}} \) does not depend on the particular choice of \( o \) and \( e \). I.e., if we choose \( o, e \) differently we obtain an ordered field isomorphic to \( \mathfrak{F}_{\text{oe}} \). In item (ii) we state that there is an isomorphism between the ordered fields \( \mathfrak{F}_{\text{oe}} \) and \( \mathfrak{F}_{o'e'} \) such that it is (uniformly) first-order definable over the structure \( \langle M_n; Bw, o, e, o', e' \rangle \).

**PROPOSITION 4.5.30** Assume \( \langle M_n; Bw \rangle \models \text{opag} \). Assume \( o, e, d', e' \in M_n \) are such that \( o \neq e \) and \( d' \neq e' \). Then (i)-(iii) below hold.

(i) \( \mathfrak{F}_{\text{oe}} \cong \mathfrak{F}_{o'e'}. \)
(ii) There is an isomorphism \( f^d_{oe} : \mathfrak{F}_{oe} \rightarrow \mathfrak{F}_{d'e} \) which is first-order definable over the structure \( \langle Mn; Bw, o, e, d', e' \rangle \) and the first-order definition of this isomorphism \( f^d_{oe} \) does not depend on the particular choice of \( o, e, d', e' \); i.e.

(iii) the definition of the relation \( f^d_{oe} \) is uniform over the class

\[
\{ \langle Mn; Bw, o, e, d', e' \rangle : \langle Mn; Bw \rangle \models \text{opag}, \ o, e, d', e' \in Mn, \ o \neq e, \ d \neq e' \}
\]

of models; where we note that \( f^d_{oe} \subseteq Mn \times Mn. \)

Outline of proof: Assume the assumptions. Let \( f^d_{oe} \subseteq F_{oe} \times F_{d'e} \) be defined as follows. Let \( \langle a, a' \rangle \in F_{oe} \times F_{d'e} \). Before reading the formula below the reader is advised to consult Figure 111. Then

\[
\langle a, a' \rangle \in f^d_{oe} \quad \overset{\text{def}}{\iff} \quad \left( (o = d' \land \lnot \text{coll}(o, e, e')) \rightarrow ((\text{I}) \text{ below hold}) \right) \land
\left( (o = d' \land \text{coll}(o, e, e')) \rightarrow ((\text{II}) \text{ below hold}) \right) \land
\left( o \neq o' \rightarrow ((\text{III}) \text{ below hold}) \right),
\]

see Figure 111.

![Figure 111](image_url)

Figure 111: (i) is the easy case when \( o = d' \) and \( o, e, e' \) are not collinear, (ii) is somewhat more complicated because there \( o, e, e' \) are collinear, etc.

(i) \( \langle e, e' \rangle \parallel \langle a, a' \rangle. \)

(ii) \( (\exists \ell \in \text{lines}) (\exists e_1, a_1 \in \ell)(\ell \cap F_{oe} = \{o\} \land \langle e, e_1 \rangle \parallel \langle a, a_1 \rangle \land \langle e_1, e' \rangle \parallel \langle a_1, a' \rangle). \)

(iii) \( (\exists \text{distinct } \ell, \ell' \in \text{lines})(\exists e_1, a_1 \in \ell)(\exists e'_1, a'_1 \in \ell')
\left( \ell \cap F_{oe} = \{o\} \land \ell' \cap F_{d'e} = \{d'\} \land \ell \parallel \ell' \land
\langle e, e_1 \rangle \parallel \langle a, a_1 \rangle \land \langle o, d' \rangle \parallel \langle e_1, e'_1 \rangle \parallel \langle a_1, a'_1 \rangle \land \langle e_1, e' \rangle \parallel \langle a_1, a' \rangle \rangle. \)
Then $f_{{e' e}}$ is an isomorphism between $\mathfrak{F}_{oe}$ and $\mathfrak{F}_{e' e}$. A proof of this can be recovered from Goldblatt [102, pp. 23-27, 71, 114] and Hilbert [127, §24].

The present definition of the isomorphism $f_{{e' e}}$ is somewhat complicated. Probably we would obtain a less complicated definition for this isomorphism if we first defined it for the special cases (1)632 and $\langle o, o' \rangle \parallel \langle e, e' \rangle$ and $\langle o, e \rangle \parallel \langle o', e' \rangle$, and then we would obtain an isomorphism for the general case as a composition of three isomorphisms defined for the special cases.

\[ \text{Definition 4.5.31 (The ordered field } \mathfrak{F} \text{ corresponding to } \langle Mn; Bw \rangle \)\]

Assume $\langle Mn; Bw \rangle \models \text{opag}$. We define the ordered field $\mathfrak{F}$ explicitly (in the sense of §4.3.2) over $\langle Mn; Bw \rangle$ as follows. First, we define the new relation

$$R := \{ \langle a, o, e \rangle \in \mathfrak{F}^3 : o \neq e, a \in F_{oe} \}.$$ 

Then we define the new auxiliary sort $U$ to be $R$ together with the projection functions $p_{j0}, p_{j1}, p_{j2}$. Then we define the equivalence relation $\equiv$ on $U$ as follows. Let $\langle a, o, e \rangle, \langle a', o', e' \rangle \in U$. Then

$$\langle a, o, e \rangle \equiv \langle a', o', e' \rangle \iff \langle a, e' \rangle \in f_{{e' e}}^{{e' e}},$$

where $f_{{e' e}} : \mathfrak{F}_{oe} \to \mathfrak{F}_{e' e}$ is the isomorphism which was defined in (the proof of) Prop 4.5.30. Of course one uses $p_{j0}, p_{j1}, p_{j2}$ in the formal definition of $\equiv$. We define the sort $F$ to be $U/\equiv$ together with $\in \subseteq U \times F$.633 Now, we define $+, \cdot \subseteq \mathfrak{F}^3$ and $\leq \subseteq \mathfrak{F}^2$ as follows. Let $a, b, c \in F$. Then

$$+(a, b, c) \quad \text{def} \quad (\exists a' \in a) (\exists b' \in b) (\exists c' \in c) \left( p_{j1}(a') = p_{j1}(b') = p_{j1}(d') \land p_{j2}(a') = p_{j2}(b') = p_{j2}(c') \land p_{j0}(a') +_{p_{j1}(a')} p_{j2}(a') \cdot p_{j0}(b') = p_{j0}(d') \right),$$

$$\cdot(a, b, c) \quad \text{def} \quad (\exists a' \in a) (\exists b' \in b) (\exists c' \in c) \left( p_{j1}(a') = p_{j1}(b') = p_{j1}(d') \land p_{j2}(a') = p_{j2}(b') = p_{j2}(c') \land p_{j0}(a') \cdot_{p_{j1}(a')} p_{j2}(a') \cdot p_{j0}(b') = p_{j0}(c') \right),$$

$$a \leq b \quad \text{def} \quad (\exists a' \in a) (\exists b' \in b) \left( p_{j1}(a') = p_{j1}(b') = p_{j1}(d') \land p_{j2}(a') = p_{j2}(b') = p_{j2}(c') \land p_{j0}(a') \leq_{p_{j1}(a')} p_{j2}(b') \right).$$

Let

$$\mathfrak{F} \overset{\text{def}}{=} \langle F; +, \cdot, \leq \rangle.$$ 

$\mathfrak{F}$ is first-order defined over $\langle Mn; Bw \rangle$. $\mathfrak{F}$ is an ordered field by Prop.4.5.32 below.

We will often use the elements of $F$ in the form $\langle a, o, e \rangle/\equiv$ where $o \neq e$ and $a \in F_{oe}$.

\[ \]
PROPOSITION 4.5.32 Assume $\langle \mathbb{Mn}; Bw \rangle \models \text{opag}$. Let $\mathfrak{F} = \langle F, \ldots \rangle$ be the “ordered field” corresponding to $\langle \mathbb{Mn}; Bw \rangle$ defined in Def. 4.5.31. Assume $o, e \in \mathbb{Mn}$. Let $\mathfrak{F}_{oe} = \langle F_{oe}; \ldots \rangle$ be the ordered field corresponding to $o, e$ defined in Def. 4.5.28. Let $f_{oe} : F_{oe} \rightarrow F$ be defined by $a \mapsto \langle a, o, e \rangle / \equiv$.

Then $f_{oe}$ is an isomorphism between $\mathfrak{F}_{oe}$ and $\mathfrak{F}$.

On the proof: The proposition can be proved by Prop. 4.5.30. □

Assume $\langle \mathbb{Mn}; Bw \rangle \models \text{opag}$. We will use $n + 1$ tuples $\langle o, e_0, e_1, \ldots, e_{n-1} \rangle$ where $\{o, e_0, \ldots, e_{n-1}\}$ is an $n + 1$ element independent subset of $\mathbb{Mn}$ to identify potential coordinate systems. We will think of $o$ as the origin and $e_0, \ldots, e_{n-1}$ as the unit vectors. We will define a coordinatization for such $n + 1$ tuples in Def. 4.5.34 below. In Def. 4.5.34 we will use the following notation.

Notation 4.5.33 Assume $\langle \mathbb{Mn}; Bw \rangle$ is a geometry. Let $a, b \in \mathbb{Mn}$ and $H \subseteq \mathbb{Mn}$. Then

$$\langle a, b \rangle \parallel \text{Plane}'(H) \overset{\text{def}}{\iff} (\exists c, d \in \text{Plane}'(H)) \langle a, b \rangle \parallel \langle c, d \rangle.$$ 

Definition 4.5.34 (coordinatization)

Assume $\langle \mathbb{Mn}; Bw \rangle \models \text{opag}$. Recall that for every $o, e \in \mathbb{Mn}$ with $o \neq e$ the ordered field $\mathfrak{F}_{oe} = \langle F_{oe}; \ldots \rangle$ was defined in Def. 4.5.28. Let $\mathfrak{F} = \langle F; \ldots \rangle$ be the ordered field corresponding to $\langle \mathbb{Mn}; Bw \rangle$ defined in Def. 4.5.31. Let $\langle o, e_0, \ldots, e_{n-1} \rangle \in \mathbb{Mn}^{n+1}$ be such that $\{o, e_0, e_1, \ldots, e_{n-1}\}$ is an $n + 1$ element independent subset of $\mathbb{Mn}$. We define the coordinatization

$$C_{o(e_0, \ldots, e_{n-1})} : \mathbb{Mn} \rightarrow \mathbb{F}^{n}$$

as follows. Let $a \in \mathbb{Mn}$. For every $i \in n$, let $a_i \in F_{oe_i}$ be such that if $a \notin F_{oe_i}$ then $\langle a, a_i \rangle \parallel \text{Plane}'(\{o, e_0, \ldots, e_{n-1}\} \setminus \{e_i\})$, otherwise $a_i = a$, see Figure 112. Such $a_i$'s exist and are unique.

We define

$$C_{o(e_0, \ldots, e_{n-1})}(a) \overset{\text{def}}{=} \langle f_{oe_0}(a_0), \ldots, f_{oe_{n-1}}(a_{n-1}) \rangle,$$

where $f_{oe_0}, \ldots, f_{oe_{n-1}}$ are as defined in Prop. 4.5.32 (p.307).

Figure 112:
PROPOSITION 4.5.35 Assume $\langle M_n, Bw \rangle \models \text{opag}$. Assume $\langle o, e_0, \ldots, e_{n-1} \rangle \in \mathbb{R}^{n+1}$ $M_n$ is such that $\{o, e_0, \ldots, e_{n-1}\}$ is an $n+1$ element independent subset of $M_n$. Let $\mathfrak{S} = \langle F; \ldots \rangle$ be the ordered field corresponding to $\langle M_n, Bw \rangle$ defined in Def.4.5.31. Then $\mathfrak{S}_{\{o, e_0, \ldots, e_{n-1}\}}$ is an isomorphism between $\langle M_n, Bw \rangle$ and $(\text{"F}, \text{Betw})$.

On the proof: A proof can be recovered from Goldblatt [102, pp. 23-27, 71, 114] and Hilbert [127, §24].

Item 4.5.36 (Summary of some notation)
Let us return to Ge($\text{Pax}$). Our definitions of lines, $\|$, make sense for the geometries in Ge($\text{Pax}$), too. Now, we have strongly related triples of notions $L, \text{Col}, \|_\|_\|$ and lines, $\text{coll}, \|$. The differences between these two are rather small. The reason for the differences is that by the construction of $\mathfrak{S}_{\text{opag}}$ some lines (in the sense of $\text{coll}$) may be missing from $L$ (in some sense). Assume $\text{Pax} + \text{Ax}(\text{diswind})$. (Recall that $L, \text{Col}$, and $\|_\|$ belong together, while lines, $\text{coll}$ and $\|$ belong together.) Now, $L \subseteq$ lines, $\text{Col} \subseteq \text{coll}$ and $\|_\|_\| \subseteq \|$. Further $\text{Col}$ and $\|_\|$ are the natural restrictions (of $\text{coll}$ and $\|$) to the “world of $L$”. If we assume $\text{Bax} \oplus \text{Ax}(\text{Triv})^- + \text{Ax}(\sqrt{\text{r}})$ in addition then $L, \text{Col}, \|_\|$ coincide, respectively, with lines, $\text{coll}, \|$.

4.5.3 Recovering frame models from geometries: defining the functor $\mathcal{M}$. (Continuation of duality theory.)

Let us recall from p.293 that our purpose with §4.5.2 was to prepare ourselves to the definition of our functor $\mathcal{M}$.

In Def.4.5.38 below we define the functor $\mathcal{M} : \text{Ge(\text{Pax})}^{+} \rightarrow \text{Mod(\emptyset)}$. In this definition we will use facts and propositions stated in §4.5.2 for ordered Pappian affine geometries (i.e. for $\text{opag}$) and notation introduced in §4.5.2. Therefore we include Prop.4.5.37 below. Intuitively, the proposition says that the windows of $(\text{Pax} + \text{Ax}(\text{Bw}))-\text{geometries}$ are ordered Pappian affine geometries.

PROPOSITION 4.5.37 Assume $\mathfrak{S} = \langle M_n, \ldots \rangle \in \text{Ge(\text{Pax} + \text{Ax}(\text{Bw}))}$. Assume $o \in M_n$. Let $M_{no}$ be the “window of $o$”, i.e. $M_{no} \overset{\text{def}}{=} \{ e \in M_n : e \sim o \}$.\footnote{The reason for this is that $L$ was obtained from coordinate axes (and traces of photons) only. If we had defined $L$ such that a set of events is in $L$ if some inertial observer thinks that it is a Euclidean line then we would have obtained all of lines as elements of $L$. In other words $L$ corresponds to inertial coordinate axes (and traces of photons), while lines corresponds to Euclidean lines. I.e. $\ell \in L$ if some inertial $m$ thinks it is a coordinate axis (or is a trace of a photon), while $\ell \in \text{lines}$ if some inertial $m$ thinks it is a Euclidean line.}$\text{Then}$

\[ \langle M_{no}; Bw \upharpoonright M_{no} \rangle \models \text{opag} . \]

Outline of proof: Let $\mathfrak{S} = \langle M_n, \ldots \rangle \in \text{Mod(\text{Pax} + \text{Ax}(\text{Bw}))}$. Then $\mathfrak{S} \cong \mathfrak{S}_{\text{opag}} = \langle M_n, \ldots \rangle$ for some $\mathfrak{S} \in \text{Mod(\text{Pax} + \text{Ax}(\text{Bw}))}$. Let this $\mathfrak{S}$ be fixed. Let $o \in M_n$ and $(M_n)_{o} = \{ e \in M_n : o \sim o \}$. To prove the proposition it is enough to prove

\[ \langle (M_{no}); Bw_{\upharpoonright} \upharpoonright (M_{no}) \rangle \models \text{opag} . \]

\footnote{Recall that $\sim$ is a binary relation of connectedness on $M_n$ defined in Def.4.2.12 (p.159).}
Let $m \in \text{Obs}$ be such that $o \in R\text{ng}(w_m)$. Then by Thm. 3.2.6 (p.110) of AMN [18], $w_m$ is an isomorphism between $(n^F; \text{Betw})$ and $((M_{3\mathbb{R}})_o ; B_{3\mathbb{R}} \mid (M_{3\mathbb{R}})_o)$. Cf. Prop. 4.2.64 (p.208). But then (*) above holds. ■

**Intuitive idea for the definition of the functor $\mathcal{M} : \text{geometries} \rightarrow \text{frame models}$.**

Assume we are given a geometry $\mathcal{G} \in \text{Ge}(\mathcal{P}ax^+)$. We want to define (by using first-order logic only) an observational model $\mathcal{M}(\mathcal{G})$ over this geometry $\mathcal{G}$. Moreover, we would like to choose $\mathcal{M}(\mathcal{G})$ such that its geometry $\mathcal{G}(\mathcal{M}(\mathcal{G}))$ should be as close to the original $\mathcal{G}$ as possible (cf. potential theorem schemas (A)-(i) for duality on pp. 284–287). (In a sense, one could say, that using the functor $\mathcal{M}$ we would like to recover from $\mathcal{I}\mathcal{G}$ [but using only the “legitimate geometrical” structure of $\mathcal{G}$] that “long forgotten” observational model whose geometric counterpart $\mathcal{G}$ is.) Cf. here the relevant motivational parts of the introduction (pp. 129-778) to the present chapter. What do we need in order to find an observational $\mathcal{M}$ inside our geometry $\mathcal{G}$? Surely we need to find a field $\mathfrak{F}^{3\mathbb{R}}$ in $\mathcal{G}$, but that is no problem as we saw in §4.5.2 (“Coordinatization . . .”). This is a good start, but what else do we need to find in $\mathcal{G}$? Certainly we will need to find observers in $\mathcal{G}$. But what is an observer? We can identify an observer $m$ with his coordinatization$^{636}$ $w_m : n^F \rightarrow M_n$ of (a part of $M_n$). What is $w_m$? It is a coordinatization of (a part of) $M_n$ by $n^F$. For simplicity, in this intuitive remark we fix $n = 3$. We can represent such a coordinatization $w_m : n^F \rightarrow M_n$, by a choice of $w_m$’s origin $o \in M_n$ and by $w_m$’s three unit-vectors $1_t, 1_x, 1_y$. More precisely, we are thinking of the $w_m$-images of the origin, and of the unit-vectors as they appear in $M_n$. Let us notice that in geometry, i.e. in $M_n$, vectors are easily represented by pairs of points. Actually, $w_m(\vec{0}), w_m(1_t), w_m(1_x), w_m(1_y)$ are nothing but 4 elements $o, e_t, e_x, e_y \in M_n$ of our geometry satisfying some conditions.$^{638}$ So the idea naturally comes to one’s mind to try to represent (or code or define) observers as four-tuples $(o, \ldots, 1_y)$ of points (in $M_n$) satisfying certain conditions.

To make this idea work, we still have to figure out how to reconstruct the whole of the coordinatization $w_m$ from the origin $o$ and the unit vectors $e_t, \ldots, e_y$, but having access to the whole geometry $\mathcal{G}_{3\mathbb{R}}$, one can believe that, one way or another, at least some $w_m$ can be reconstructed from $(o, \ldots, e_y)$. So, our plan is to code (or represent$^{639}$) observers (found in $\mathcal{G}$) by tuples $(o, \ldots, e_y) \in 4M_n$ satisfying some conditions. It is natural to identify photons with photon-like lines i.e. elements of $L_{ph}$. It is also natural to choose $B = \text{Ib} = \text{Obs} \cup \text{Ph}$. At this point we already have a grasp on what the $\mathfrak{F}^{3\mathbb{R}}, B^{3\mathbb{R}}, \text{Obs}^{3\mathbb{R}}, \text{Ph}^{3\mathbb{R}}$ parts of our model $\mathcal{M}(\mathcal{G}) = \mathfrak{M} = \langle B, \ldots, \mathfrak{F}, G, \mathcal{E}, W \rangle$ will be. It is, again, natural to choose $G = \text{Euc}L(\mathfrak{F})$. Hence the only remaining part of $\mathfrak{M}$ which we still have to define over $\mathcal{G}$ is $W^{3\mathbb{R}}$ which in turn is equivalent to defining $w_m$ for each $m \in \text{Obs}$. However, by knowing $m$’s unit vectors$^{640}$ and having the geometric tools of $\mathcal{G}$ (e.g. $g$, lines, $\|\)$$^{641}$ at our hand it is only a matter of patience to work out a definition for $w_m$. E.g. for $\lambda \in F$, $w_m(\langle \lambda, 0, 0 \rangle) \in M_n$ is on the line determined by $o, e_t$ and its $g$-distance from $o$ is $|\lambda \cdot g(o, e_t)|$. There are only two such points in $M_n$, and it is easy to figure out (by using e.g. $Bw$) which one to choose. We leave the details of defining $W$ to the formal definition below. Now, we are ready for the formal (first-order) definition of $\mathcal{M}(\mathcal{G})$ over $\mathcal{G}$, which comes below.

---

636 or world-view function  
637 Eventually, we will need a coordinatization of a part of $\mathcal{P}(B)$ instead of $M_n$ but that change will be easy to make, hence we postpone worrying about it.  
638 e.g. $o \prec e_t, o \neq e_x$ and $(\langle o, e_t \rangle \perp \langle o, e_x \rangle)$ etc.  
639 or identify  
640 i.e. knowing $w_m(\vec{0}), w_m(1_t), \ldots, w_m(1_y)$  
641 $L \subseteq \text{lines}$, cf. Item 4.5.36 on p.308.
The definition given below becomes simpler and more intuitive if condition (e) is omitted. The so obtained simpler definition still works but less “spectacularly”. What we mean by this is explained in footnote 612.

**Definition 4.5.38 (the functor \( \mathcal{M} \))**

We define \( \mathcal{M} : \text{Ge(} \text{Pax}^+ \text{)} \rightarrow \text{Mod}(\emptyset) \) as follows. Let \( \mathfrak{G} \in \text{Ge(} \text{Pax}^+ \text{)} \). Then we define

\[
\mathcal{M}(\mathfrak{G}) = \langle \langle B; \text{Obs}, \text{Ph}, \text{Ib} \rangle, \mathfrak{G}, \text{Eucl}(\mathfrak{G}) \rangle, \in, W \rangle
\]

as follows:

1. \( \text{Obs} := \{ \langle o, e_0, \ldots, e_{n-1} \rangle \in \mathbb{N}^{n+1} : mn \rangle, (a)-(f) \) below hold \}, see Figure 113.

![Diagram](image)

Figure 113: Illustration for the definition of \( \text{Obs} \).

(a) \( \{ o, e_0, \ldots, e_{n-1} \} \) is an \( n+1 \) element independent subset of \( \mathbb{N} \).
(b) \( o \prec e_0 \).
(c) \( \langle o, e_0 \rangle \triangleq \langle o, e_i \rangle \), for all \( i \in n \).
(d) \( (\exists \ell_0 \in L^T)(\exists \ell_1, \ldots, \ell_{n-1} \in L^S) \)

\[
\left( \bigwedge_{i \in n} o, e_i \in \ell_i \land (\forall \text{ distinct } i, j \in n) \ell_i \perp \ell_j \right).
\]

**Convention:** To each choice of \( \langle o, \ldots, e_{n-1} \rangle \) we will use \( \ell_0, \ell_1, \ldots, \ell_{n-1} \) as fixed by (d) above.

(e) \( P := \text{Plane}^e(\{ o, e_1, \ldots, e_{n-1} \}) \) is space-like in the following sense:

\[
(\forall \ell, \ell' \in L^{Ph}) \left( \left[ o \in \ell \subseteq P \land o \in \ell' \subseteq \text{Plane}^e(\ell, \ell_0) \right] \rightarrow \ell = \ell' \right),
\]

see the right-hand side of Figure 113. In \( \text{Bax}^- \) geometries, intuitively, this means that if \( P \) contains the trace of a photon then the speed of this photon is infinite.\(^{612}\)

\(^{612}\)Item (e) is required only in order to make the following statement true: If \( \mathfrak{G} \) is a \( \text{Bax}^- \) geometry then \( \mathcal{M}(\mathfrak{G}) \) is a \( \text{Bax}^- \) model, assuming \( \text{Pax}^+ \) of course.
4.5.3 Recovering Frame Models from Relativistic Geometries

Without assuming $\text{Bax}^-$, condition (e) corresponds to axiom $\text{Ax}(\infty \phi)$ on p.289 as part of the theory $\text{Pax}^+$ (Def.4.5.9).

(f) $g(o, e_0) = 1$.

2. $\text{Ph} := \text{def} \ L^\text{Ph}$.

3. $B := \text{def} \ Lb := \text{def} \ Obs \cup \text{Ph}$.

4. Definition of the world-view relation $W$: First for every $m \in \text{Obs}$ we define the coordinatization function $w^0_m : F \rightarrow M^n$ as follows. Let $m = \langle o, e_0, \ldots, e_{n-1} \rangle \in \text{Obs}$. (Notice that, by (c), $o, e_0, \ldots, e_{n-1}$ are pairwise connected, i.e. $\sim$-related.) We use the notation $F_{oe}$ introduced in Def.4.5.28, i.e. $F_{oe}$ is the line determined by the points $o$ and $e$. First, by using parallel lines, we obtain a coordinatization mapping

$$F_{oe_0} \times F_{oe_1} \times \ldots \times F_{oe_{n-1}} \rightarrow M^n,$$

as depicted in the left-hand side of Fig.114. Next, for every $i \in n$, we identify $F_{oe_i}$ with $F_{oe_0}$ as depicted in the right-hand side of Fig.114, using lines parallel with $F_{e_i e_0}$. By
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Figure 114: In the left-hand side of the picture we assume that $n = 3$.

these identifications and the above coordinatization, we obtain a coordinatization

$$\langle a_0, a_1, a_2 \rangle \mapsto a$$

We identify $F$ by $F_{oe_0}$ using $g$, the natural way, i.e. 0 and 1 get identified with $o$ and $e_0$, respectively, and $x \in F$ gets identified with $a \in F_{oe_0}$ such that $g(o, a) = |x|$ and $(\text{BW}(a, o, e_0) \iff x < 0)$. (This identification can be done because by the assumption

\footnote{The problem which we will have to circumnavigate is that by $g$ we can make reliable measurements only on the line determined by $o, e_0$ (since we assumed $\text{Ax(eqtime)}$ but not $\text{Ax(eqm)}$). I.e. by $g$ we can suitably measure the $o, e_0$ distance, while by the same $g$ we cannot suitably measure the $a, e_1$ distance. This is why we will use parallel lines, cf. the right-hand side of Fig.114.}

\footnote{Here we use $\text{lines}$ and $\| \|$ both definable in $\mathcal{G}$, cf. Item 4.5.36 (p.308). Note that $L \subseteq \text{lines}$ but $\text{lines} \not\subseteq L$ may happen. Cf. footnotedifferent on p.298.}
Pax$^+$ we can make reliable measurements along $F_{oe_o}$ by $g$.) In this way, from the above coordinatization $w_0^0: \mathbb{n} F \longrightarrow \mathbb{M}$ we obtain the coordinatization

$$w_m^0: \mathbb{n} F \longrightarrow \mathbb{M}_n.$$  

In the next step, from $w_m^0$ we define the real world-view function $w_m$ (whose range is a subset of $\mathcal{P}(B)$). To this end we “represent” $\mathbb{M}_n$ as part of $\mathcal{P}(B)$ i.e. we define a mapping $f: \mathbb{M}_n \longrightarrow \mathcal{P}(B)$ the natural way. Let $e \in \mathbb{M}_n$. Then we say that a photon $\ell \in \mathbb{P}_h$ is present in event $e$ iff $e \in \ell$, and an observer $\langle d', e_0', \ldots, e_{n-1}' \rangle \in \mathbb{O}_s$ is present in event $e$ iff $e \in F_{oe_o}$. Let

$$f: \mathbb{M}_n \longrightarrow \mathcal{P}(B)$$

be defined by

$$f(e) \overset{\text{def}}{=} \{ b \in B : b \text{ is present in } e \}, \text{ for all } e \in \mathbb{M}_n.$$  

Let $w_m \overset{\text{def}}{=} w_m^0 \circ f$. The world-view relation $W$ is defined from the $w_m$’s the obvious way, i.e.

$$W \overset{\text{def}}{=} \{ (m, p, b) \in \mathbb{O}_s \times \mathbb{n} F \times B : b \in w_m(p) \}.$$  

Thus, all ingredients of $\mathcal{M}(\mathfrak{G})$ are defined except for the ordered field $\mathfrak{F}$. Now we turn to defining $\mathfrak{F}$.

5. **Definition of $\mathfrak{F}$**: To define the ordered field $\mathfrak{F}$ from the geometry $\mathfrak{G}$ it is enough to define multiplication on $F$ (from $\mathfrak{G}$), since $\mathfrak{F}_1 = \langle F; 0, 1, +, \leq \rangle$ is contained in $\mathfrak{G}$. Now we turn to doing this.

First let us notice that there is an original ordered field $\mathfrak{F}^{\mathfrak{G}}$ behind $\mathfrak{G}$, since $\mathfrak{G} \cong \mathfrak{G}_{\mathfrak{G}_0}$, for some $\mathfrak{M} \in \text{Mod}(\text{Pax}^+)$. Let such an $\mathfrak{M}$ be fixed. Let

$$\mathfrak{F}^{\mathfrak{G}}_1 \overset{\text{def}}{=} \langle F^{\mathfrak{G}}; 0^{\mathfrak{G}}, 1^{\mathfrak{G}}, +^{\mathfrak{G}}, \leq^{\mathfrak{G}} \rangle.$$  

Now, $\mathfrak{F}^{\mathfrak{G}}_1 \cong \mathfrak{F}^{\mathfrak{G}}_1$ by $\mathfrak{G} \cong \mathfrak{G}_{\mathfrak{G}_0}$. Of course we are not allowed to use $\mathfrak{F}^{\mathfrak{G}}$ when we are defining something from $\mathfrak{G}$, since $\mathfrak{F}^{\mathfrak{G}}$ is not explicitly included in $\mathfrak{G}$. (We use $\mathfrak{F}^{\mathfrak{G}}$ only for didactical [i.e. explanatory] purposes.) Now, we start defining multiplication over $\mathfrak{G}$. Assume $o, e \in \mathbb{M}_n$, $o \equiv^T e$ and $g(o, e) = 1$. Such $o, e$ exist by $\text{Ax(eqtime)}$ (and by $\text{AxE01} + (\forall m, k)(\forall 0 < i < n) tr_m(k) \neq \bar{x}_i$) or by $\text{Ax(eq)}$ (and $\text{AxE01}$). Let

$$\mathbb{M}_o \overset{\text{def}}{=} \{ a : a \sim o \}. \text{ Then}$$

$$(\mathbb{M}_o; B_{\mathfrak{F}} \upharpoonright \mathbb{M}_o) = \text{opag}$$

by Prop.4.5.37. Let $\mathfrak{F}_{oe} = \langle F_{oe}; +_{oe}, \cdot_{oe}, \leq_{oe} \rangle$ be the ordered field corresponding to $o, e$ defined in Def.4.5.28. By Prop.4.5.29, $\mathfrak{F}_{oe}$ is indeed an ordered field (and is isomorphic to $\mathfrak{F}^{\mathfrak{G}}$). Let $g_{oe}: F_{oe} \longrightarrow F$ be defined as follows: Let $a \in F_{oe}$. Then

$$g_{oe}(a) \overset{\text{def}}{=} g(o, a) \text{ if } a \in [oe]$$

$$-g(o, a) \text{ otherwise.}$$  

Clearly, $g_{oe}(o) = 0$ and $g_{oe}(e) = 1$ by our choice of $o, e$. We note that $g_{oe}: F_{oe} \longrightarrow F$ is an isomorphism between $\langle F_{oe}; o, e, +_{oe}, \leq_{oe} \rangle$ and $\mathfrak{F}_1$. Now we use these $g_{oe}$’s to copy the multiplications $\cdot_{oe}$ on $F_{oe}$’s to obtain multiplication $\cdot$ on $F$. We define multiplication $\cdot \subseteq F \times F \times F$ as follows. Let $x, y, z \in F$

$$\cdot(x, y, z) \overset{\text{def}}{=} (\exists_0 e \in \mathbb{M}_n)[ o \equiv^T e \land g(o, e) = 1 \land \frac{g_{oe}^{-1}(z)}{g_{oe}^{-1}(x)} \cdot_{oe} \frac{g_{oe}^{-1}(y)}{].$$
By this, multiplication $\cdot$ is defined on $F$. By the above the structure $\mathfrak{F} := \langle F; +, \cdot, \leq \rangle$ is defined. We will prove as Claim 4.5.40 that $\mathfrak{F}$ is an ordered field isomorphic to $\mathfrak{F}^{\mathfrak{MN}}$.

By items 1–5 above, the frame model $\mathcal{M}(\mathfrak{F})$ is defined.

**END OF DEFINITION OF THE FUNCTOR $\mathcal{M}$.

\[ \langle F; +, \cdot, \leq \rangle \]

**Remark 4.5.39** We note that, if $n > 2$, then $\mathcal{M}$ is defined on $\text{Ge}(\text{Bax}^\oplus + \text{Ax}(\text{eqtime}))$ and $\text{Ge}(\text{Bax}^{-\oplus} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{eqtime}))$, by Proposition 4.5.10 (p.290).

\[ \langle M_n; M_n | Bw \rangle \]

Claim 4.5.40 below serves to prove correctness of Def.4.5.38 above.

**Claim 4.5.40** Assume $\mathfrak{F} \in \text{Ge}(\text{Pax}^+)$. Let $\mathfrak{M} \in \text{Mod}(\text{Pax}^+)$ be such that $\mathfrak{F} \cong \mathfrak{M}_{\mathfrak{MN}}$. Let the structure $\mathfrak{F}$ be defined as in item 5 of Def.4.5.38 above. Then $\mathfrak{F}$ is an ordered field isomorphic to $\mathfrak{F}^{\mathfrak{MN}}$.

**Outline of proof:** Let $\mathfrak{F}, \mathfrak{M}, \mathfrak{F}$ be as in the claim. Without loss of generality we can assume that $\mathfrak{F} = \mathfrak{M}_{\mathfrak{MN}}$, because the functor $\mathcal{M}$ was defined in such a style that it associates isomorphic models with isomorphic structures. Assume $o, e \in M_n$ are such that $o \equiv^F e$ and $g(o, e) = 1$. Let $M_{o} := \{ a \in M_n : a \sim o \}$. Let $m \in \text{Obs}$ be such that $o, e \in w_m[\bar{f}]$. It exists. Then

$$w_m : \langle F; \text{Betw} \rangle \xrightarrow{\sim} \langle M_{o}; M_{o} \upharpoonright Bw \rangle$$

is an isomorphism by Thm.3.2.6 (p.110). Let $o' := w_m^{-1}(o)$ and $e' := w_m^{-1}(e)$. Clearly $o', e' \in \bar{f}$. Let $\mathfrak{F}_{o', e'} = \langle F_{o', e'}; \ldots \rangle$ and $\mathfrak{F}_{o} = \langle F_{o}; \ldots \rangle$ be the ordered fields corresponding to $o', e'$ and $o, e$, respectively defined in Def.4.5.28 (p.303). Then $F_{o', e'} = \bar{f}$ and $|e' - o'| = 1$. The latter holds by

$$g(o, e) = 1 \quad \text{and} \quad \text{AxE}_{01} + \quad (\langle \text{Ax}(\text{eqtime}) \rangle \land (\forall m, k)(\forall 0 < i < n)tr_{m}(k) \neq \bar{f}_i ) \lor \text{Ax}(\text{eqm})$$

Without loss of generality we may assume that $e' - o' = 1$. Let $g_{o, e} : F_{o, e} \rightarrow F^{\mathfrak{MN}}$ be defined as on p.312. Now, $(w_m \upharpoonright \bar{f}) \circ g_{o, e} : F_{o, e} \rightarrow F^{\mathfrak{MN}}$ and $(w_m \upharpoonright \bar{f}) \circ g_{o, e} : p \mapsto p - d_t$ by (*). Thus, $(w_m \upharpoonright \bar{f}) \circ g_{o, e} : \mathfrak{F}_{o', e'} \xrightarrow{\sim} \mathfrak{F}_{o}^{\mathfrak{MN}}$ is an isomorphism. By this and by noticing that $w_m \upharpoonright \bar{f} : \mathfrak{F}_{o', e'} \xrightarrow{\sim} \mathfrak{F}_{o}^{\mathfrak{MN}}$ is an isomorphism, we conclude that

$$g_{o, e} : \mathfrak{F}_{o} \xrightarrow{\sim} \mathfrak{F}^{\mathfrak{MN}}$$

is an isomorphism. By this it can be checked that the multiplication defined on $F^{\mathfrak{MN}}$ on p.312 coincides with the multiplication of $\mathfrak{F}^{\mathfrak{MN}}$. Hence $\mathfrak{F}$ and $\mathfrak{F}^{\mathfrak{MN}}$ are isomorphic. (Actually, by our assumption that $\mathfrak{F} = \mathfrak{M}_{\mathfrak{MN}}$ $\mathfrak{F}$ and $\mathfrak{F}^{\mathfrak{MN}}$ coincide.)

Next we state that the functor $\mathcal{M}$ constructed so far is of the kind we need for our duality theory outlined on pp.282-284, cf. Fig.101 (p.283).

**PROPOSITION 4.5.41** $\mathcal{M} : \text{Ge}(\text{Pax}^+) \rightarrow \text{Mod}(\text{Pax}^+)$ and $\mathcal{M}$ is a first-order definable meta-function. Hence $\mathcal{M}[\text{Ge}(\text{Pax}^+)] \subseteq \text{Mod}(\text{Pax}^+)$ is first-order definable over $\text{Ge}(\text{Pax}^+)$. 

\[ \langle M_n; M_n | Bw \rangle \]
**Outline of proof:** First-order definability of $\mathcal{M}$ comes immediately from the definition of $\mathcal{M}$ (by using Remark 4.3.32 on p.271). To prove $\mathcal{M} : \text{Ge}(\text{Pax}^+) \rightsquigarrow \text{Mod}(\text{Pax}^+)$ let $\mathcal{G} \in \text{Ge}(\text{Pax}^+)$. Let $\mathcal{M} \in \text{Mod}(\text{Pax}^+)$ be such that $\mathcal{G} \cong \mathcal{M}_k$. Without loss of generality we can assume that $\mathcal{G} = \mathcal{G}_k$. The visibility relation $\sim$ is an equivalence relation when restricted to $\text{Obs}_k^\mathcal{G}$ by Thm.3.2.6. Let $O \subseteq \text{Obs}_k^\mathcal{G}$ be a set of representatives for the equivalence relation $\sim$. Recall that for every $k \in \text{Obs}_k^\mathcal{G}$, $\mathcal{G}_k = (\forall F, \ldots)$ is the observer-dependent geometry defined in Def.4.2.61 (p.206). Then similarly to item 3b of Prop.4.2.64 (p.213) the $\perp_r$-free reduct of $\mathcal{G}$ is a photon-glued disjoint union of the family

$$\langle \perp_r\text{-free reduct of } \mathcal{G}_k : k \in O \rangle.$$  

Further $Bw_k = Btw$ and $L_k \subseteq \text{Euc}$ by Thm.3.2.6 for every $k \in \text{Obs}_k^\mathcal{G}$. Thus $\mathcal{G}$ is a photon-glued disjoint union of the familiar $F$-geometries. By this, it can be checked that $\mathcal{M}(\mathcal{G}) \models \text{Pax} + \text{Ax}(Bw) + \text{AxE}_0 + \text{Ax}(\infty \text{ph})$. Thus it remains to prove that $\mathcal{M}(\mathcal{G}) \models (\text{Ax(eqtime)} + (\forall m, k)(\forall 0 < i < n)tr_m(k) \neq \bar{x}_i)$ or $\mathcal{M}(\mathcal{G}) \models \text{Ax(eqm)}$. By $\mathcal{M} \models \text{Pax}^+$, we have $\mathcal{M} \models (\text{Ax(eqtime)} + (\forall m, k)(\forall 0 < i < n)tr_m(k) \neq \bar{x}_i)$ or $\mathcal{M} \models \text{Ax(eqm)}$. For the case $\mathcal{M} \models (\text{Ax(eqtime)} + \ldots)$ checking $\mathcal{M}(\mathcal{G}) \models (\text{Ax(eqtime)} + \ldots)$ is easy and is left to the reader. (Hint: $L^T \cap L^S = \emptyset$ and $L^T \cap L^{Ph} = \emptyset$ hold in this case.)

Assume $\mathcal{M} \models \text{Ax(eqm)}$. We will prove that $\mathcal{M}(\mathcal{G}) \models \text{Ax(eqm)}$. Let $g^* : Mn \times Mn \rightarrow F$ be the partial function defined as follows. Let $e, e_1 \in Mn$ and $\lambda = F$. Then

$$g^*(e, e_1) = \lambda$$

$$(\exists m \in \text{Obs}_k^\mathcal{G})(\exists i \in n)(\exists q, p \in \bar{x}_i)(w_m(p) = e \wedge w_m(q) = e_1 \wedge |p - q| = \lambda).$$

By $\text{Ax(eqm)}$, $g^*$ is well defined. By $\text{Ax(eqm)} + \text{AxE}_0$, it is easy to check that $g$ and $g^*$ agree on time-like separated pairs of points. For every $m \in \text{Obs}_k^\mathcal{G}$ let $w^0_m : \mathcal{G} \rightarrow Mn$ be defined as on p.311 in Def.4.3.38. If we prove

$$(\forall m \in \text{Obs}_k^\mathcal{G})(\forall i \in n)(\forall q, p \in \bar{x}_i)|p - q| = g^*(w^0_m(p), w^0_m(q))$$

then $\mathcal{M}(\mathcal{G}) \models \text{Ax(eqm)}$ will hold (by the definition of $W$ on p.312). Thus it is enough to prove (6.45) above. For every $o, e \in Mn$ with $o \neq e$ and $o \sim e$ let $F_{oe} = \{a \in Mn : \text{coll}(a, o, e)\}$; and for every $o, e, o', e' \in Mn$ with $o \neq e$, $o' \neq e'$, $o \sim e$ and $o' \sim e'$ let $f_{oe}^{o'e'} : F_{oe} \rightarrow F_{oe'}$ be defined as in the proof of Prop.4.5.30 on p.305. Now items 1 and 2 below hold because of the following. It is easy to check that items 1,2 hold when eq is replaced by eq0 in them. By this, by $f_{oe}^{o'e'} \circ f_{oe}^{o'e''} = f_{oe}^{o'e''}$ and since eq is defined to be the transitive closure of eq0 we have that 1 and 2 below hold. (In proving this, $L^T \cap L^{Ph} = \emptyset$ is used too).

1. $\langle a, b \rangle \text{eq} \langle c, d \rangle \Rightarrow g^*(a, b) = g^*(c, d)$.

2. $(\forall o, e, o', e' \in Mn)(\langle o \neq e \wedge o' \neq e' \wedge \langle o, e \rangle \text{eq} \langle o', e' \rangle \rightarrow (\forall a, b \in F_{oe})(\langle a, b \rangle \text{eq} \langle f_{oe}^{o'e'}(a), f_{oe}^{o'e'}(b) \rangle).$

Now we turn to proving (6.45) above. Let $m \in \text{Obs}_k^\mathcal{G}$, $i \in n$, $p, q \in \bar{x}_i$. Then $m = 1_{i \in n}$ for some $o, e_0, \ldots, e_{n-1} \in Mn$ satisfying (a)–(f) on p.310. By 2 above and by $\langle o, e_0 \rangle \text{eq} \langle o, e_i \rangle$, we have that $\langle w^0_m(p), w^0_m(q) \rangle \text{eq} \langle f_{oe}^{o'e'}(w^0_m(p)), f_{oe}^{o'e'}(w^0_m(q)) \rangle$. Hence, by 1 above, $g^*(w^0_m(p), w^0_m(q)) = g^*(f_{oe}^{o'e'}(w^0_m(p)), f_{oe}^{o'e'}(w^0_m(q)))$. By the definition of $\mathcal{M}(\mathcal{G})$, we have

$$\langle w^0_m(p), f_{oe}^{o'e'}(w^0_m(q)) \rangle \text{eq} \langle e_i, e_0 \rangle.$$
have \(|p - q| = g^*(f_{\text{geo}}(w_m^0(p)), f_{\text{geo}}(w_m^0(q)))\). Thus \(|p - q| = g^*(w_m^0(p), w_m^0(q))\) and this proves the proposition. \(\blacksquare\)

The following theorem implies that the sentences in our frame language can be translated into sentences in the language of our relativistic geometries (in a meaning preserving way), assuming \(\text{Pax}^+\). More intuitively, whatever can be said in the language of the (“observational”) frame models can be said in the “theoretical terminology” of relativistic geometries, too. (Cf. Thm.4.5.12 on p.291.)

**THEOREM 4.5.42** There is a “natural” translation mapping

\[
T_{\mathcal{M}} : \text{Fm}(\text{Mod}(\text{Pax}^+)) \rightarrow \text{Fm}(\text{Ge}(\text{Pax}^+))
\]

such that for every \(\varphi(\bar{x}) \in \text{Fm}(\text{Mod}(\text{Pax}^+))\) with all its free variables belonging to sort \(F\), \(\mathcal{G} \in \text{Ge}(\text{Pax}^+)\) and evaluation \(\bar{a}\) of \(\bar{x}\) (in \(F\) of course)

\[
\mathcal{M}(\mathcal{G}) \models \varphi[\bar{a}] \iff \mathcal{G} \models T_{\mathcal{M}}(\varphi)[\bar{a}].
\]

**Proof:** The theorem follows by Prop.4.5.41 and by Prop.4.3.41 (p.264). \(\blacksquare\)

Actually, \(T_{\mathcal{M}}\) admits a very natural description which suggests itself if we look at the definition of \(\mathcal{M}\) and contemplate Figure 96 (p.263).

The following theorem says that for our \((\mathcal{G}, \mathcal{M})\)-duality, theorem schemas \((\lambda)-(\mathcal{H})\), hold under some conditions.

**THEOREM 4.5.43** For the choice of \(\mathcal{M}\) given in Def.4.5.38 above, the conclusions of Theorems 4.5.11 (p.290) and 4.5.13 (p.291) hold. E.g. \(\mathcal{G}\) and \(\mathcal{M}\) are first-order definable meta-functions and

\[
\text{Mod}(\text{Th}) \xleftrightarrow{\mathcal{G}} \text{Ge}(\text{Th}),
\]

assuming \(\text{Th}\) satisfies condition \((\ast)\) in Thm.4.5.11 and \(\text{Ax}\)(diswind). Further, theorem schemas \((\lambda)-(\mathcal{H})\) hold, etc.

**Proof:**

**Case of Thm.4.5.11:**

Let \(\text{Th}\) be as in Thm.4.5.11. Assume \(n > 2\). Clearly, \(\text{Th} \models \text{Pax}^+\) (by Thm.4.5.10(i)). Let \(\mathfrak{M} \in \text{Mod}(\text{Th})\). Let \(h_{\text{Obs}} : \text{Obs}^{\mathfrak{M}} \rightarrow \text{Obs}(\mathcal{G} \circ \mathcal{M})(\mathfrak{M})\) be defined by \(h_{\text{Obs}} : m \mapsto \langle w_m(0), w_m(1), \ldots, w_m(1_{n-1}) \rangle\) and \(h_{\text{Ph}} : \text{Ph}^{\mathfrak{M}} \rightarrow \text{Ph}(\mathcal{G} \circ \mathcal{M})(\mathfrak{M})\) be defined by \(h_{\text{Ph}} : \phi \mapsto \{e \in \text{Mn}_{\mathfrak{M}} : \phi e \in e\}\).

**Claim 4.5.44**

\[
\langle h_{\text{Obs}} \cup h_{\text{Ph}}, \text{Id} : \mathfrak{M} \rightarrow \mathfrak{M} \rangle : \mathfrak{M} \rightarrow (\mathcal{G} \circ \mathcal{M})(\mathfrak{M})
\]

is an isomorphism, assuming \(n > 2\) and \(\mathfrak{M} \models \text{Bax}^0 + \text{Ax}(\text{Triv}_t)^- + \text{Ax}(\text{||})^{-} + \text{Ax}(\text{eqtime}) + \text{Ax}(\text{ext}) + \text{Ax}(\text{\circ}) + \text{Ax}(\sqrt{\cdot})\).

**Proof:** We will prove Claim 4.5.44 by several steps, which steps we will use in later parts of this proof, too. In the following we will simply write \(h\) for \(h_{\text{Obs}}, h_{\text{Ph}}\). Assume now that \(\mathfrak{M} \models \text{Pax}^+\) is arbitrary. Let \(\mathfrak{M}^+ \equiv \mathcal{M}\mathfrak{G}^{\mathfrak{M}}\).
4.5 DUALITY THEORY

(1) \[ h : \text{Obs}^{3n} \longrightarrow \text{Obs}^{3n^+}, \quad \text{by } \mathfrak{M} \vDash \text{Pax}^+. \]

To see (1), it is enough to check that \( h(m) = \langle w_m(\vec{0}), \ldots, w_m(1_{n-1}) \rangle \) satisfies (a)-(f) in Def.4.5.38(1). In this, one uses Pax^+. E.g., the last axiom of Pax^+ is used when checking \( g(w_m(\vec{0}), w_m(1_{l})) = 1. \)

(2) \( h(m) = h(k) \) implies \( w_m = w_k, \) by Pax + Ax(eqtime), for any \( m, k \in \text{Obs}^{3n}. \)

Indeed, \( h(m) = h(k) \) implies \( w_m(\vec{0}) = w_k(\vec{0}) \) and \( w_m(1_l) = w_k(1_l) \). Thus \( tr_m(k) = \vec{t} \) and \( f_{mk}(\vec{0}) = \vec{0} \). By Ax(eqtime) then \( f_{mk} \) is identity on \( \vec{t} \). By Pax and Thm.3.2.6, \( f_{mk} \) is a bijective collineation, hence it is an affine transformation composed with \( \vec{\varphi} \) for some field-automorphism \( \varphi. \) By \( f_{mk} \upharpoonright \vec{t} \subseteq \text{Id} \) then \( \varphi \) must be the identity, hence \( f_{mk} \in \text{Aftr}. \) By \( h(m) = h(k) \) we have \( f_{mk}(1_i) = 1_i \) for all \( i < n. \) Since \( f_{mk} \in \text{Aftr}, \) this implies that \( f_{mk} = \text{Id}. \) This means that \( w_m = w_k. \)

Clearly, \( h : \text{Ph}^{3n} \longrightarrow \text{Ph}^{3n^+}, \) and \( h_{Ph} \) is injective if \( \mathfrak{M} \vDash \text{Ax}(\text{ext}). \) Thus by (1),(2) above we have

(3) \[ h : B^{3n} \longrightarrow B^{3n^+} \text{ if } \mathfrak{M} \vDash \text{Ax} \bigcirc + \text{Ax(\text{ext})}. \]

(4) \[ h : \text{Obs}^{3n} \longrightarrow \text{Obs}^{3n^+} \text{ is surjective, whenever } \]
\[ \mathfrak{M} \vDash \text{Bax}^{\oplus} + \text{Ax} \bigl(\text{Triv}_i\bigr)^- + \text{Ax} \bigl(\sqrt{\Box}\bigr) + \text{Ax(eqtime)} + \text{Ax}(||)^- + \text{Ax(diswind)} \text{ and } \]
\[ n > 2. \]

To prove (4), let \( K \stackrel{\text{def}}{=} \langle o, e_0, \ldots, e_{n-1} \rangle \in \text{Obs}^{3n^+}. \) Let \( \ell_0, \ldots, \ell_{n-1} \) be as in Def.4.5.38(1) (p.310), i.e. \( \ell_0 \in L^T, \) \( o, e_0 \in \ell_0 \) etc. By Bax^{\oplus} + Ax(Triv_i)^- + Ax(\sqrt{\Box}), \) there is an observer \( m \in \text{Obs}^{3n} \) whose coordinate axes are exactly \( \ell_0, \ldots, \ell_{n-1}, \) see Remark 4.2.52 (ii) (p.196). Then \( o = w_m(\vec{0}). \) By Ax(eqtime) and \( g(o, e_0) = 1 \) we have that \( e_0 = w_m(1_i). \) Let \( 0 < i < n. \) We may assume that \( w_m(e_i) \) lies on the half-line determined by \( o, e_i, \) by Ax(Triv_i)^-. By the definition of eq, we then have that \( \langle o, e_0 \rangle \text{ eq } \langle o, w_m(1_i) \rangle. \) Since \( \langle o, e_0 \rangle \text{ eq } \langle o, e_i \rangle \) (by \( K \in \text{Obs}^{3n^+}, \) and eq is transitive, we have \( \langle o, e_0 \rangle \text{ eq } \langle o, w_m(1_i) \rangle. \) Since \( e_0 \) and \( w_m(1_i) \) are on the same “side” of \( o \) by our choice of \( m, \) we have \( e_i = w_m(1_i) \) by item 2 on p.167. Thus, \( h(m) = K \) and this proves surjectivity of \( h_{\text{Obs}}. \)

(5) \( \mathfrak{F}^{3n} = \mathfrak{F}^{3n^+}, \) by the proof of Claim 4.5.40 (p.313), see the last sentence there.

(6) \( h \) preserves the world-view relation.
Indeed, let $m \in \text{Obs}^{\mathfrak{M}}$ and $b \in \text{Obs}^{\mathfrak{M}} \cup \text{Ph}^{\mathfrak{M}}$. We will show that for every $p \in {}^nF$,

$$W^{\mathfrak{M}}(m, p, b) \iff W^{\mathfrak{M}^+}(h(m), p, h(b)).$$

It is not hard to check that $w^0_{h(m)}$ as defined in Def.4.5.38(4) (p.311) coincides with $w_m$. Now, $h(p, m) \in w_{h(m)}(p)$ iff $p, b \in w^0_{h(m)}(p)$ and $h(k) \in w_m(p)$ iff $w_m(p) \in F_{w, g}w_{h(\cdot)}(p)$, hence $p \in tr_m(k)$ iff $k \in w_m(p)$. Since $W^{\mathfrak{M}}(m, p, b)$ iff $b \in w_m(p)$, and the same for $\mathfrak{M}^+$ in place of $\mathfrak{M}$, we are done. By this, Claim 4.5.44 has been proved, too.

By Claim 4.5.44 above,

(\forall \mathfrak{M} \in \text{Mod}(Th))(G \circ \mathcal{M})(\mathfrak{M}) \simeq \mathfrak{M}.

Let $\mathfrak{G} \in \text{Ge}(Th)$. Then $\mathfrak{G} \cong G(\mathfrak{M})$ for some $\mathfrak{M} \in \text{Mod}(Th)$. Let this $\mathfrak{M}$ be fixed. Then $(G \circ \mathcal{M})(\mathfrak{G}) \cong \mathfrak{G}$ by (\forall \mathfrak{G} \in \text{Ge}(\mathfrak{M})) above. Hence, $(\mathcal{M} \circ G)(G(\mathfrak{M})) \cong G(\mathfrak{M})$. Thus, $(\mathcal{M} \circ G)(\mathfrak{G}) \cong \mathfrak{G}$. By the above, item (ii) of Thm.4.5.11 is proved. By (\forall \mathfrak{G} \in \text{Ge}(\mathfrak{M})) above, and by the fact that $\text{Rng}(G)$ is $\text{Ge}(Th)$ up to isomorphism we conclude that $\mathcal{M} : \text{Ge}(Th) \rightarrow \text{Mod}(Th)$. Further, $G : \text{Mod}(Th) \rightarrow \text{Ge}(Th)$ holds by the definition of $G$. First-order definability of $\mathcal{M}$ comes from Prop.4.5.41 while first-order definability of $G$ comes from Thm.4.3.22 (p.244). By this, Thm.4.5.11 is proved.

Case of Thm.4.5.13: For any $\mathfrak{G} \in \text{Ge}(\emptyset)$ let $\mathfrak{G}^*$ be the geometry obtained from $\mathfrak{G}$ by omitting $\mathcal{T}$ and replacing $g$ with $g \upharpoonright \{ (a, b) \in M_n \times M_n : a \equiv \overline{b} \}$.

Claim 4.5.45 $\mathfrak{G}^* \cong (G(\mathfrak{M}))(\mathfrak{G}^*), \text{ for any } \mathfrak{G} \in \text{Ge}(\text{Pax}^+),$ and

$$\mathfrak{G} \cong (G \circ \mathcal{M})(\mathfrak{G}^*), \text{ for any } \mathfrak{G} \in \text{Ge}(\text{Pax}^+ + \text{Ax}(\text{eqm})).$$

Proof: To prove this claim let $\mathfrak{M}, \mathfrak{M}^+$ be such that $\mathfrak{G}^* = (G(\mathfrak{M}))^* \text{ and } \mathfrak{M}^+ = \mathcal{M}(\mathfrak{G}^*) = \mathcal{M}(G(\mathfrak{M}^+))$. We want to prove $\mathfrak{G}^* = G(\mathfrak{M}^+)^*$. Let $\mathfrak{G}^+ = (M_n^+, \ldots, \perp^+, e^{eq^+}, \prec, \ldots) = G(\mathfrak{M}^+)^*$ and $\mathfrak{G}^* = (M_n^+, \ldots, \perp, e^{eq^+}, \prec, \ldots) = G(\mathfrak{M})$.

Recall the function $h : \text{Obs}^{\mathfrak{M}} \cup \text{Ph}^{\mathfrak{M}} \rightarrow B^{\mathfrak{M}^+}$ given at the beginning of this proof. The construction of $\mathcal{M}$ gives us a natural function

$$f : M_n \rightarrow M_n^+$$

defined as $f(x) = \{ h(m) : m \in \text{Obs}^{\mathfrak{M}} \cup \text{Ph}^{\mathfrak{M}} \}. \text{ By } \mathfrak{M} \models \text{Pax} \text{ we have that } f : M_n \rightarrow M_n^+ \text{ is a bijection.}$

We want to show that $\langle f, \text{Id} \upharpoonright F \rangle$ is actually an isomorphism between $\mathfrak{G}^*$ and $\mathfrak{G}^+$. In the following, in order to make the proof more intuitive, we will identify $M_n$ with $M_n^+$ (along $f$) and we will identify $\text{Obs}^{\mathfrak{M}}$ with a subset of $\text{Obs}^{\mathfrak{M}^+}$ (along $h$).\footnote{Recall that $w_m = w_{h(m)}^0$ and so $w_m \circ f = w_{h(m)}^0 \circ f = w_{h(m)}$. See also Step (2) in the proof of Claim 4.5.44.}

First one checks $L^T^+ = L^T$, $L^{Ph} = L^{Ph}$, $L^S = L^S$. These follow from the construction (the definitions).

To see that $Bw^+ = Bw$, we first observe that $Bw \subseteq Bw^+$ since in the process of $\mathfrak{M} \rightarrow \mathfrak{M}^+$ old observers do not disappear. To see the other direction, assume $(a, b, c) \in Bw^+$. Then there is $m^+ \in \text{Obs}^{\mathfrak{M}}$ who “thinks” $b$ is between $a$ and $c$. By Prop.4.5.41 we have $\mathfrak{M} \models \text{Pax}^+$. Since the life-line of $m^+$ is a time-like line in $G(\mathfrak{M}^+) = \mathfrak{G}^*$, there is an “old” observer $m \in \text{Obs}$ who sees $m^+$, hence by basic properties of $\text{Pax}$, i.e. by Thm.3.2.6 on p.110, $m$ sees events $a, b, c$. By $\text{Ax}(Bw) \in \text{Pax}^+$, the world-view transformations $f_{mm^+}, f_{m+m}$ preserve betweenness. Hence,
in $\mathcal{M}^+$, $m$ thinks $\langle a, b, c \rangle \in Bw^+$.
But by the construction of $\mathcal{M}$ for $\mathcal{M}^+$, then, in the original $\mathcal{M}$, we have $\langle a, b, c \rangle \in Bw$. This completes the proof of $Bw^+ = Bw$.

Next we observe $\bot_0 \subseteq \bot^+_0 \subseteq \bot$. Since the operator $G$ creates $\bot$ from $\bot_0$ by closing under limits and parallelism$^{647}$ we conclude $\bot^+ = \text{closure of } \bot^+_0 \subseteq \text{closure of } \bot_0$. So $\bot^+ = \bot$.

Analogously to the case of $\bot$, we prove $eq_0 \subseteq eq_0^+ \subseteq eq$. Of these, $eq_0^+ \subseteq eq$ is harder than the $\bot$-case was. The proof of $eq_0^+ \subseteq eq$ will go by using item 2 from the proof of Prop. 4.5.41 (p.314) together with Figure 114, i.e. the definition of the coordinatization $F_{eq_0} \times \ldots \times F_{eq_{n-1}} \rightarrow \rightarrow Mn$ in the construction of $\mathcal{M}$ (p.311). Indeed, assume $\langle a, b \rangle eq_0^+ \langle c, d \rangle$. Then there is $m^+ \in Obs^+$, $i, j$ such that $m^+$ thinks that $a, b \in \bar{x}_i$ and $c, d \in \bar{x}_j$ and they are of the “same length”. Assume first that $0 \notin \{i, j\}$. Now, $m^+$ measures the $ab$-distance by projecting $\{a, b\}$ to $\bar{\ell}$ by using $f_{eq_0}^0: \bar{x}_i \rightarrow \bar{\ell}$, cf. item 2 in the proof of 4.5.41. Then $e_i \mapsto e_0$, $a \mapsto a'$ and $b \mapsto b'$ where $a', b' \in \bar{\ell}$. By the quoted item 2 then

\[(\star) \langle a, b \rangle eq \langle a', b' \rangle,\]

since $\langle o, e_i \rangle eq \langle o, e_0 \rangle$. Analogously, using $f_{eq_0}^0: \bar{x}_j \rightarrow \bar{\ell}$ we obtain $o \mapsto o$, $e_j \mapsto e_0$, $c \mapsto c'$ and $d \mapsto d'$ with

\[(\star \star) \langle c, d \rangle eq \langle c', d' \rangle.\]

By the definition of the coordinatization of $m^+$, i.e. by Figure 114 right side, this implies that $m^+$ thinks $\langle a', b' \rangle$ and $\langle c', d' \rangle$ are of the same length (this is so because $m^+$ thinks that $a, b$ and $c, d$ are of the same length). Clearly, there is an “old” $m \in Obs$ with $tr_m(m^+) = \bar{\ell}$. By $AxEqtm$, intervals on $\bar{\ell}$ are of the same lengths for $m^+$ and $m$. Hence $m$, too, thinks that $\langle a', b' \rangle$ and $\langle c', d' \rangle$ are of the same length. Then $\langle a', b' \rangle eq \langle c', d' \rangle$. By (\star), (\star \star) and transitivity of $eq$ we conclude $\langle a, b \rangle eq \langle c, d \rangle$.

The other case, when $0 \in \{i, j\}$, is completely analogous, we omit it.

Since $eq$ is the transitive closure of $eq_0$, analogously to the $\bot$-case, $eq = \text{closure of } eq_0 = \text{closure of } eq_0^+ = eq^+$.

Proving $\prec = \prec^+$ is based on the fact that $\prec$ is tied up with time-like life-lines of observers and their directions of time. These data are easy to trace throughout our construction.

To see that $g = g^+$, recall that $g = g \upharpoonright T$. Now $g(e, e_1)$ is determined by observers who see $e, e_1$ on one of their axes. If $M \models Ax(eq)$, then these all will agree both in $M$ and in $M^+$. Further, any “new” observer has an “old” brother. If $M \models Ax(eq)$, then $M \models Ax(eq)$, and no observer in $M$ will see $e, e_1$ on a space-axis, by $M \models Pax^+$. Hence $g(e, e_1)$ is determined by the clocks of time-like observers connecting $e$ and $e_1$. But two such observers are “brothers” by definition and by $Ax(eq)$ they will measure the distance between $e$ and $e_1$ the same way. This remains true in $M^+$ since we checked that $L^T = L^{T^+}$. Thus, $g = g^+$.

To prove $G \equiv (M \circ G)G$ for any $G \in Ge(Pax^+ + Ax(eq))$, assume that $M \models Pax^+ + Ax(eq)$. We want to show that $G$ and $G(M^+)$ agree on $g$-distances of all events, not only on time-like separated events. The last part of the previous case just proved this. This finishes the proof of Claim 4.5.45. $lacksquare$

For any $G \in Ge(Pax^+)$ we have $M(G) = M(G^*)$ because we used only the structure of $G^*$ when constructing $M$. Therefore, for any $G \in Ge(Pax^+)$, $M(G) \equiv (G \circ M)(M(G))$. This proves item (i) of the theorem. Item (ii) follows from item (i) by the fact that $Rng(G)$

\footnote{and since these are basically the same in $G^*$ and in $(G, M(G^*))^*$}
is \( \text{Ge}(Th) \) up to isomorphism. Item (iii) follows from steps (3), (6) and (7) in the proof of Claim 4.5.44. Item (iv) follows by the proof of Prop.4.5.41 and from Claim 4.5.45. \( \blacksquare \)

**Remark 4.5.46 (Discussion of Thm.4.5.43)** \( \text{Ax(eq)} \) is needed in Claim 4.5.45, i.e. there is a model \( \mathcal{M} \models \text{Pax}^+ \) such that \( \mathfrak{G}_{\mathfrak{m}} \not\models (\mathcal{M} \circ \mathcal{G})(\mathfrak{G}_{\mathfrak{m}}) \). By Claim 4.5.45 this can happen only in the way that \( \mathfrak{G} \overset{\text{def}}{=} \mathfrak{G}_{\mathfrak{m}} \) and \( \mathfrak{G}^+ \overset{\text{def}}{=} (\mathcal{M} \circ \mathcal{G})(\mathfrak{G}_{\mathfrak{m}}) \) do not agree on some space-like distance. The idea of this model is illustrated in Figure 115.

For showing the idea of \( \mathcal{M} \), assume \( n = 2 \), let \( \mathfrak{G}_{\mathfrak{m}} \overset{\text{def}}{=} \mathfrak{M} \), and let \( \ell_1, \ell_2 \) be in \( \text{Eucl}(n, \mathfrak{M}) \) be as depicted in Figure 115. Let \( m \) be an observer in \( \mathcal{M} \). There are two kinds of observers in \( m \)'s world-view (passing through \( \bar{0} \)). The first kinds are brothers of \( m \): their time-axis is \( \bar{t} \) their space-axes have slope less than that of \( \ell_2 \) and they measure distances on the axes according to the Euclidean distance. In more detail: To any line \( \ell \) with slope less than that of \( \ell_2 \) there is an observer \( k \overset{\text{def}}{=} m(\bar{t}, \ell) \) such that \( 1_{\bar{t}}^k = 1_t \), \( 1_x^k \) is on \( \ell \) and \( |1_x^k| = 1 \). The life-lines of the second kinds of observers are \( \ell_1 \) (in \( m \)'s world-view), their space-axes have slopes less than or equal to that of \( \ell_2 \) and they measure distances on the axes to be twice the Euclidean distance. In more detail: To any line \( \ell \) with slope less than equal to that of \( \ell_2 \) there is an observer \( k \overset{\text{def}}{=} m(\ell_1, \ell) \) such that \( 1_{\bar{t}}^k \in \ell_1, 1_x^k \in \ell \) and \( |1_{\bar{t}}^k| = |1_x^k| = 1/2 \). Figure 115 shows (part of) the geometry \( \mathfrak{G} = \mathfrak{G}_{\mathfrak{m}} \).\(^{648}\) Let \( m \overset{\text{def}}{=} m(\bar{r}, \bar{x}), k \overset{\text{def}}{=} m(\ell_1, \bar{x}) \) and \( h \overset{\text{def}}{=} m(\ell_1, \ell_2) \). In the figure, \( o = w_m(\bar{0}) \) and \( e_2 = w_h((0, 2)) \). We will show that \( g(o, e_2) = 2 \) in \( \mathfrak{G} \) while \( g(o, e_2) = 1 \) in \( \mathfrak{G}^+ \).

We have \( g(o, e_2) = 2 \) in \( \mathfrak{G} \) because every observer measures the distance \( oe_2 \) to be 2 (since there is no observer of first-kind who sees \( o, e_2 \) on an axis). In \( \mathfrak{G} \) we have \( \bar{t} \perp \bar{r} \ell_2 \) because \( \ell_2 \) is the limit of space-axes of observers with life-line \( \bar{t} \). Let \( e_0 = w_m(1_t) \). Then in \( \mathfrak{G} \) we have \( \langle o, e_0 \rangle \text{ eq } \langle o, e_2 \rangle \) because this comes in by transitivity: \( e_3 = w_m((0, 1) = w_k((0, 2)) \) and \( e_1 = w_k(1_t) = w_h(1_t) \) (thus \( \langle o, e_0 \rangle \text{ eq } \langle o, e_3 \rangle \) \( e_0 \langle o, e_1 \rangle \text{ eq } \langle o, e_2 \rangle \) according to observers \( m, k, h \) respectively). Therefore we will have a new observer \( m^+ \) in \( \mathcal{M}(\mathfrak{G}) \), one whose life-line is \( \bar{t} \), space-axis is \( \ell_2 \), time-unit is \( e_0 \) and space-unit is \( e_2 \). This observer \( m^+ \) will measure the distance \( o, e_2 \) to be 1, and therefore \( g(o, e_2) = 1 \) in \( \mathfrak{G}^+ \).

\(^{648}\) We identified \( \ell_1 \) and \( \ell_2 \) in the figure with their images according to \( w_m \).
This model $\mathcal{M}$ is not hard to modify to be a model of $\text{Pax}^+ + \text{Ax}^\heartsuit + \text{Ax}(\text{ext})$ with $\mathfrak{G} \not\cong \mathfrak{G}^+$. This shows that theorem schema (D) is not true for $Th = \text{Pax}^+$ or for $Th = \text{Pax}^+ + \text{Ax}^\heartsuit + \text{Ax}(\text{ext})$. By using similar models, one can show that theorem schemas (C) and (A) are not true for $\text{Pax}^+ + \text{Ax}(\text{eqm})$ and theorem schema (C) is not true for $\text{Pax}^+ + \text{Ax}^\heartsuit + \text{Ax}(\text{ext}) + \text{Ax}(\text{eqm})$.

\[ \triangleright \]

The next proposition says that for certain choices of $Th$, if $\mathfrak{G}$ is a $Th$-geometry then $\mathcal{M}(\mathfrak{G})$ is a $Th$-model. More intuitively, our duality theory works for these choices of $Th$.

**Proposition 4.5.47**

$$\mathcal{M} : \text{Ge}(Th) \longrightarrow \text{Mod}(Th) \quad \text{and} \quad \mathcal{G} : \text{Mod}(Th) \longrightarrow \text{Ge}(Th),$$

assuming

$$Th := Th_1 + \text{Pax}^+,$$

where $Th_1 \in \{ \emptyset, \text{Bax}^{-\oplus}, \text{Bax}^{\oplus} + \text{Ax}(\| )^{-} + \text{Ax}(\sqrt{.}) + Th_2, \text{Flxbasax} + Th_2, \text{Newbasax} + Th_2, \text{Basax} + Th_2, \text{Basax} + \text{Ax}(\omega)^0 + Th_2 \}$, where $Th_2 \subseteq \{ \text{Ax}(\text{Triv}), \text{Ax}(\text{Triv}_{\ell}^{-}), \text{Ax}(\| ) \}.$

Further, for these choices of $Th$ and for $\mathcal{M}$ defined in Def. 4.5.38 conclusions (i)–(iii) of Thm. 4.5.13 (p.291) hold when $\text{Pax}^+$ is replaced by $Th$ in them.

**On the proof:** We will give a proof for the case $Th_1 = \text{Bax}^{-\oplus}$ and $n > 2$. The proofs for the remaining cases can be obtained by Remark 4.2.52 (ii) (p.196), and Propositions 6.2.88 (p.895) and 6.2.92 (p.901) of AMN [18], and are left to the reader.

Assume $n > 2$. Let $\mathfrak{G} \in \text{Ge}(\text{Bax}^{-\oplus} + \text{Pax}^+)$. Then $\mathcal{M}(\mathfrak{G}) \in \text{Ge}(\text{Pax}^+)$ by Prop. 4.5.41. Thus to prove $\mathcal{M}(\mathfrak{G}) \in \text{Ge}(\text{Bax}^{-\oplus} + \text{Pax}^+)$ it remains to prove ($\ast$) below.

In the world-view of any observer $m \in \text{Obs}^M(\mathfrak{G})$ for any point $p$ and for any direction $d$ the following holds. There is exactly one photon trace forwards in direction $d$ passing through $p$ and the “speed of this photon trace” is not $\infty$; and for all speeds less than the speed of this photon trace there is an observer moving in direction $d$ with this speed and passing through point $p$.

($\ast$)

Throughout the proof we tacitly use Prop. 4.2.64 (p.208). Let $\mathcal{M} \in \text{Mod}(\text{Bax}^{-\oplus} + \text{Pax}^+)$ be such that $\mathfrak{G} \cong \mathfrak{G}_{39}$. Without loss of generality we may assume that $\mathfrak{G} = \mathfrak{G}_{39}$.

Let $m \in \text{Obs}^M(\mathfrak{G})$. Then $m = \langle o, e_0, \ldots, e_{n-1} \rangle$ for some $o, e_0, \ldots, e_{n-1} \in \text{Mn}$ satisfying (a)–(f) on p.310. Let $\ell_0 \in \text{L}^T$ be such that $o, e_0 \in \ell_0$. Let $P$ be defined as in item (e) on p.310. Intuitively $P$ is the space part of observer $m$. We claim that there are no photon-like lines in $P$. To prove this claim, assume that there is a photon-like line in $P$. Then, by Thm. 4.3.17 (p.488) of AMN [18], there is $\ell \in \text{L}^{Th}$ such that $o \in \ell \subseteq P$. Let this $\ell$ be fixed. Then by item (e) on p.310 there is exactly one photon-like line in the plane determined by $\ell$ and $\ell_0$ passing through $o$. $\ell_0$ is the life-line of some observer $k \in \text{Obs}^{39}$, i.e. $\ell_0 = \{ e \in \text{Mn} : k \in e \}$. Let this $k$ be fixed. Then, since $\mathcal{M} \models \text{Bax}^{-}$, and since there is only one photon-like line in the plane determined by $\ell$ and $\ell_0$ passing through $o$ we conclude that for $k$ the photon whose life-line is

\[ \ast \]

\[ \ast \]

\[ \ast \]

\[ \ast \]

\[ \ast \]
\( \ell \) moves with infinite speed. This contradicts \(^{65}\), i.e. contradicts \( \text{Bax}^{-} \). Thus there are no photon-like lines in \( P \).

Now, we turn to proving (*) above for \( m \) and for \( p = 0 \). Let \( P' \) be a 2-dimensional plane that contains \( \ell_0 \). Since \( \mathfrak{M} \models \text{Bax}^{-} \) and the life-line of \( k \in \text{Obs}^{\mathfrak{M}} \) is \( \ell_0 \) there are exactly two photon-like lines in \( P' \) passing through \( o \). These two photon-like lines divide the plane \( P' \) into two regions as illustrated below.

![Diagram](https://via.placeholder.com/150)

Let \( \ell_P \) be the intersection of \( P' \) and \( P \). Neither one of the two photon-like lines coincides with \( \ell_P \) since in \( P \) there are no photon-like lines. We will prove that \( \ell_P \) and \( \ell_0 \) are in different regions. Assume that \( \ell_P \) and \( \ell_0 \) are in the same region. See the left-hand side of Figure 116. Then, since \( \mathfrak{M} \models \text{Bax}^{-} \) and the life-line of \( k \) is \( \ell_0 \), we conclude that \( k \) sees an observer \( h \) on \( \ell_P \), i.e. \( \ell_P \) is the life-line of observer \( h \in \text{Obs}^{\mathfrak{M}} \). Since through any point and in any direction \( h \) sees a photon and \( h \)’s life-line \( \ell_P \) is contained in \( P \) we conclude that there is a photon-like line in \( P \). This leads to a contradiction since we proved that there are no photon-like lines in \( P \). Thus, \( \ell_0 \) and \( \ell_P \) are in different regions, cf. the right-hand side of Figure 116. Then any line in the same region as \( \ell_0 \) passing through \( o \) is time-like. This can be proved by using the world-view of observer \( k \). But then it can be seen that any line in the same region as \( \ell_0 \) passing through \( o \) is a “life-line” of an observer in the model \( \mathfrak{M}^{\mathfrak{M}(\ell)} \), too.\(^{65}\) Thus we proved that (*) above holds for \( m \) and for \( p = 0 \). Since, by Thm.4.3.17 (p.488) of AMN [18], straight lines parallel to traces of photons are traces of photons again and since any line parallel to a time-like line is a time-like line by \( \text{Ax4} \), we conclude that (*) above holds for arbitrary \( p \) and not only for \( 0 \).

**QUESTION** 4.5.48 Does Proposition 4.5.47 above generalize from \( \text{Th}_1 = \text{Bax}^{-} \) to \( \text{Th}_1 = \text{Bax}^{-} ? \)

The next proposition says that the operator \( \mathcal{G} \circ \mathcal{M} \) makes our models more “puritan” in some sense.

\(^{65}\) All observers of \( \mathfrak{M} \) show up in \( (\mathcal{G} \circ \mathcal{M})(\mathfrak{M}) \) in a modified form.
PROPOSITION 4.5.49 Assume $\mathcal{M} \in \text{Mod}(\text{Pax}^+)$. Then

$$(\mathcal{G} \circ \mathcal{M})(\mathcal{M}) \models \text{Ax(Ext)} + \text{Ax} \heartsuit.$$ 

We omit the easy proof. \[\]

It might be interesting to notice that by the above proposition some of the conditions of the categoricity theorem (Thm.3.8.7 on p.299 of AMN [18]) become true in $(\mathcal{G} \circ \mathcal{M})(\mathcal{M})$.

**Question for future research 4.5.50** It would be interesting to see for which reduct of $\mathfrak{G}_{\mathcal{M}}$ does the above outlined duality theory still go through. We note that in §4.5.4 we will have an analogous duality theory for the $(g,T)$-free reduct of our geometries.

We close the present sub-section with Remark 4.5.51 below. Further theorems about $(\mathcal{G},\mathcal{M})$-duality will be stated in §A.1 (p.A-1) and §A.2 (p.A-6).

The following remark shows how to remove the condition $\text{Ax(eqtime)}$ (or $\text{Ax(eqm)}$) from our duality theory $(\mathcal{G},\mathcal{M})$, i.e., how to reconstruct $\mathcal{M}$ (at least a version of $\mathcal{M}$) from the geometry $\mathfrak{G}_{\mathcal{M}}$ even if $\text{Ax(eqtime)}$ is not assumed.

**Remark 4.5.51** On a possible more general function $\mathcal{M}^+: \text{Geometries} \rightarrow \text{Models}$ (not requiring the whole of $\text{Pax}^+$ to be assumed before the definition):

(A) Assume $\mathfrak{G} \in \text{Ge}(\text{Pax}+\text{Ax}(\text{Bw}))$. Let $o, e \in M^n$ with $o \neq e$ and $o \sim e$. Let $\overline{\mathfrak{G}}_{\text{oe}} = \langle F_{\text{oe}}, \ldots \rangle$ be the ordered field corresponding to $o, e$ as defined Def.4.5.28. An element $a$ of $F_{\text{oe}}$ is called positive if $a \leq_{\text{oe}} a$ and $a \neq a$, as one would expect. Consider the possible properties (i), (ii) below.

(i) $(\forall$ positive $a, b \in F_{\text{oe}}) \ [a \neq b \Rightarrow g(o, a) \neq g(o, b)]$.

Let $g_{\text{oe}}: F_{\text{oe}} \longrightarrow F$ be defined by

$$g_{\text{oe}}(a) \overset{\text{def}}{=} \begin{cases} g(o, a) & \text{if } a \text{ is positive} \\ -g(o, a) & \text{otherwise}. \end{cases}^{652}$$

(ii) $g_{\text{oe}}: \langle F_{\text{oe}}; o, e, +_{\text{oe}}, \leq_{\text{oe}} \rangle \longrightarrow \mathbf{F}_1$ is an isomorphism.

If (i) and (ii) hold for $o, e \in M^n$ with $o \neq e$ and $o \sim e$ then we say that $g$ is nice on $F_{\text{oe}}$.

**Question for future research:** Do we need (ii) or is (i) enough? That is, is (i) $\Rightarrow$ (ii) true in some sense?

**Definition of $\mathcal{M}^+(\mathfrak{G})$:** We distinguish two cases.

**Case (I):** Assume $\mathfrak{G}$ is such that $g$ is nice on some $F_{\text{oe}}$. Then we define multiplication “.” on $F$ as follows.

$$(x, y, z) \overset{\text{def}}{=} (\exists o, e \in M^n) \ [o \neq e \wedge o \sim e \wedge (g \text{ is nice on } F_{\text{oe}}) \wedge$$

$$g_{\text{oe}}^{-1}(z) = g_{\text{oe}}^{-1}(x) \cdot_{\text{oe}} g_{\text{oe}}^{-1}(y)].$$

652 This $g_{\text{oe}}$ is the same as the $g_{\text{oe}}$ on p.312.
4.5.3 RECOVERING FRAME MODELS FROM RELATIVISTIC GEOMETRIES

Then we construct $\mathcal{M}^+(\mathcal{G})$ the same way as $\mathcal{M}(\mathcal{G})$ was constructed, except that we do not require item (f) to hold in the definition of $\text{Obs}$, i.e.

$$\text{Obs} := \{\langle o, e_0, \ldots, e_{n-1}\rangle \in n+1Mn : (a)-(e) \text{ hold on p.310} \}$$

and $\mathfrak{F} := \langle F, +, \cdot, \leq \rangle$, where $\cdot$ is defined above. At the end of the remark we will prove that

(1) $\mathfrak{F}$ is an ordered field.

The rest of the ingredients of $\mathcal{M}^+(\mathcal{G})$ are defined exactly as those of $\mathcal{M}(\mathcal{G})$.

Case (II): Assume that for any $o, e \in Mn$ with $o \neq e$ and $o \sim e$, $g$ is not nice on $F_{oe}$. Then we throw $g$ away and use an arbitrary $o, e \in Mn$ with $o \neq e$ and $o \sim e$ and an arbitrary isomorphism \textsuperscript{653} $\phi: (F_{oe}, o, e, +_{oe}, <_{oe}) \rightarrow F_1$ to copy the multiplication $\cdot_{oe}$ of $\mathfrak{F}_{oe}$ to $F$ obtaining an ordered field $\mathfrak{F}$. The rest of $\mathcal{M}^+(\mathcal{G})$ is defined as in Case (I).

We note that in Case (II) $\mathcal{M}^+(\mathcal{G})$ is not first-order definable over $\mathcal{G}$ in general while in Case (I) $\mathcal{M}^+(\mathcal{G})$ is first-order definable over $\mathcal{G}$.

Now, we conjecture that the theorems stated for $\mathcal{M}$ go through for $\mathcal{M}^+$ with very little change (and the same conditions). Further we guess that some simple theorems like $(\mathcal{G} \circ \mathcal{M}^+)_{\mathfrak{F}}(\mathfrak{M}) \cong (\mathcal{G} \circ \mathcal{M}^+)_{\mathfrak{F}}(\mathfrak{M})$ will be true, for $\mathfrak{M} \models \text{Pax} + \text{Ax}(\text{Bw})$.

(B) Item (A) above suggests the following possibility for improving/generalizing our $(\mathcal{G}, \mathcal{M})$-duality theory. First, one formulates an axiom in our frame language which implies about $\mathfrak{M}$ that in $\mathfrak{G}_{\mathfrak{M}}$ $g$ is nice on some $F_{oe}$, assuming $\text{Pax}$. Let us notice that there exist very mild choices for such an axiom, e.g. $\text{Ax}(\text{mild})$ below is such. We note that $\text{Ax}(\text{mild})$ is much weaker than $\text{Ax}(\text{eqtime}) \lor \text{Ax}(\text{eqm})$, assuming e.g. $\text{Bax}^{-\mathfrak{F}} + \text{Ax}(\sqrt{\mathfrak{F}})$ and $n > 2$.

$\text{Ax}(\text{mild})$ ($\exists m \in \text{Obs} \exists i \in n ![\forall p \in \text{Ph}) (\forall m (\forall p, q \in x_i) (\forall k \in \text{Obs}) \\
(\text{the distance between events } w_m(p) \text{ and } w_m(q) \text{ as measured by } k \text{ is not smaller than the distance between these two events as measured by } m, \text{ i.e. if } k \text{ sees both } w_m(p) \text{ and } w_m(q) \text{ on the same coordinate axis then the distance between } w_m(p) \text{ and } w_m(q) \text{ as measured by } k \text{ is not smaller than } |p - q|)]$.

Then, one can obtain a duality theory (between frame models and geometries) in which one uses the milder $\text{Ax}(\text{mild})$ in place of $\text{Ax}(\text{eqtime})$. I.e. one defines a first-order definable meta-function $\mathcal{M}^*_{\mathfrak{M}}: \text{Ge}(\text{Pax} + \text{Ax}(\text{Bw}) + \text{Ax}(\text{mild})) \rightarrow \text{FM}$ exactly as $\mathcal{M}^+$ was defined in item (A) for Case (I).

Proof of (1): Now we turn to proving that $\mathfrak{F}$ defined in Case (I) is an ordered field. Let $\mathcal{G} \in \text{Ge}(\text{Pax} + \text{Ax}(\text{Bw}))$ be such that $g$ is nice on some $F_{oe}$ and let $\mathcal{M}$ and $\mathfrak{F}$ be defined as in Case (I) above. Then there is $\mathfrak{M} \models \text{Pax} + \text{Ax}(\text{Bw})$ such that $\mathcal{G} \cong \mathfrak{G}_{\mathfrak{M}}$. Let this $\mathfrak{M}$ be fixed. Without loss of generality we may assume that $\mathcal{G} = \mathfrak{G}_{\mathfrak{M}}$. Hence $F_1 = F_1^{\mathfrak{M}}$. To avoid ambiguity we will denote the multiplication of the ordered field $\mathfrak{F}_{\mathfrak{M}}$ by $\mathfrak{M}$ instead of the usual $\mathfrak{M}$). To prove that $\mathfrak{F}$ defined in Case (I) above is an ordered field it is enough to prove that $\cdot$ and $\star$ coincide, i.e.

(\star) $(\forall x, y, z \in F) (\langle x, y, z \rangle \leftrightarrow x \cdot y = z)$.

Let $o, e \in Mn$ be fixed such that $o \neq e$ and $o \sim e$. Observer $m$ is called good for $F_{oe}$ iff $m$ sees $F_{oe}$ on a coordinate axis (i.e. $w_m[x_i] = F_{oe}$ for some $i \in n$) and the distance between $o$ and $e$.

\textsuperscript{653}It can be proved that $\langle F_{oe}, o, e, +_{oe}, <_{oe} \rangle$ is isomorphic with $F_1$. 

as measured by \( m \) is 1 (i.e. \(|w_m^{-1}(e) - w_m^{-1}(o)| = 1\)). For every observer \( m \) which sees \( F_{oe} \) on a coordinate axis we define a function \( g_m^m : F_{oe} \rightarrow F \) as follows. Intuitively, \( g_m^m(a) \) will be the signed distance between \( o \) and \( a \) as measured by \( m \). Let \( m \in \text{Obs} \) be such that \( m \) sees \( F_{oe} \) on a coordinate axis. Let \( a \in F_{oe} \). Then

\[
g_m^m(a) := \begin{cases} 
|w_m^{-1}(a) - w_m^{-1}(o)| & \text{if } a \text{ is positive} \\
-|w_m^{-1}(a) - w_m^{-1}(o)| & \text{otherwise.}
\end{cases}
\]

By Thm.3.2.6 (p.110), it is easy to see that

\[
g_m^m : \langle F_{oe}; o, +_{oe}, \leq_{oe} \rangle \rightarrow \langle F; 0, +, \leq \rangle \text{ is an isomorphism and}
\]

\[
(\star\star) \quad \text{if } m \text{ is good for } F_{oe} \text{ then}
\]

\[
g_m^m : \mathcal{F}_{oe} \rightarrow \mathcal{F}^m
\]

is an isomorphism.

Claim 4.5.52 Assume that \( g \) is nice on \( F_{oe} \). Then for every \( x, y, z \in F \) there is an observer \( m \) such that \( m \) is good for \( F_{oe} \), \( (g_m^m)^{-1}(x) = g_{oe}^{-1}(x) \), \( (g_m^m)^{-1}(y) = g_{oe}^{-1}(y) \), and \( (g_m^m)^{-1}(z) = g_{oe}^{-1}(z) \).

\[\text{Proof:} \quad \text{Assume } g \text{ is nice on } F_{oe}. \text{ To prove the claim it is enough to prove that for every } a, b, c \in F_{oe} \text{ there is an observer } m \text{ such that } m \text{ is good for } F_{oe} \text{ and } g_m^m(a) = g_{oe}(a), g_m^m(b) = g_{oe}(b), g_m^m(c) = g_{oe}(c). \text{ Let } a, b, c \in F_{oe}. \text{ For every } f \in F_{oe} \text{ by } -_{oe} f \text{ we denote the inverse of } f \text{ taken in the group } \langle F_{oe}; o, +_{oe} \rangle. \text{ Since for every } f \in F_{oe}, g_m^m(-_{oe} f) = -g_m^m(f) \text{ and } g_{oe}(-_{oe} f) = -g_{oe}(f) \text{ without loss of generality we may assume that } a, b, c \text{ are non-negative, i.e. that } o \leq_{oe} a \text{ a etc.}
\]

Let \( d := e +_{oe} a +_{oe} b +_{oe} c. \)

Let \( m \in \text{Obs} \) be such that \( m \) sees \( F_{oe} \) on a coordinate axis and the distance between \( o \) and \( d \) as measured by \( m \) is \( g(o, d) \), formally \(|w_m^{-1}(d) - w_m^{-1}(o)| = g(o, d)\). Such an \( m \) exists by the definition of \( g \). Hence,

\[
g_m^m(d) = g_{oe}(d).
\]

By (\star\star),

\[
g_m^m(d) = g_m^m(e) + g_m^m(a) + g_m^m(b) + g^m(c),
\]

and \( g_m^m(e), g_m^m(a), g_m^m(b), g_m^m(c) \) are non-negative. Further, (since \( g_{oe} \) is nice on \( F_{oe} \)) we have,

\[
g_{oe}(d) = g_{oe}(e) + g_{oe}(a) + g_{oe}(b) + g_{oe}(c),
\]

and \( g_{oe}(e), g_{oe}(a), g_{oe}(b), g_{oe}(c) \) are non-negative. Further,

\[
g_{oe}(e) \leq g_m^m(e), \quad g_{oe}(a) \leq g_m^m(a), \quad g_{oe}(b) \leq g_m^m(b), \quad g_{oe}(c) \leq g_m^m(c)
\]

by the definitions of \( g, g_{oe}, g_m^m \) (i.e. by the fact that for every positive \( f \in F_{oe} \) \( g_m^m(f) \) is the distance between \( o \) and \( f \) as measured by \( m \) while \( g_{oe}(f) \) is the minimum of the distances between \( o \) and \( f \) measured by observers who see \( F_{oe} \) on a coordinate axis). Therefore, \(|w_m^{-1}(e) - w_m^{-1}(o)| = g_{oe}(e) = 1, g_m^m(a) = g_{oe}(a), \text{ etc., i.e. observer } m \text{ has the desired properties.}

(QED Claim 4.5.52)

Now, we turn to proving (\star) above. Let \( x, y, z \in F \).

\[\text{Proof of direction } \Rightarrow: \text{ Assume } (x, y, z). \text{ Then there are } o, e \in Mn \text{ such that } o \neq e, o \sim e, \text{ } g \text{ is nice on } F_{oe} \text{ and } g_{oe}^{-1}(z) = g_{oe}^{-1}(x) \cdot_{oe} g_{oe}^{-1}(y). \text{ Let such } o, e \text{ be fixed. Then, by Claim 4.5.52, there is an observer } m \text{ such that } m \text{ is good for } F_{oe}, \quad (g_m^m)^{-1}(x) = g_{oe}^{-1}(x), (g_m^m)^{-1}(y) = g_{oe}^{-1}(y),\]
and \((g^m)^{-1}(z) = g_{oe}^{-1}(z)\). Let this \(m\) be fixed. Now, \((g^m)^{-1}(z) = (g^m)^{-1}(x) \cdot_{oe} (g^m)^{-1}(y)\). Thus, by the second part of \((\star \star)\), \(z = x \ast y\).

**Proof of direction “\(\Leftarrow\)”**: Assume \(z = x \ast y\). Let \(o, e \in Mn\) be such that \(g\) is nice on \(F_{oe}\) (and, of course, \(o \neq e, o \sim e\)). If \(m \in Obs\) is good for \(F_{oe}\) then by \(z = x \ast y\) and \((\star \star)\), we have \((g^m)^{-1}(z) = (g^m)^{-1}(x) \cdot_{oe} (g^m)^{-1}(y)\). By Claim 4.5.52 there is \(m\) such that \(m\) is good for \(o, e\), \((g^m)^{-1}(z) = g_{oe}^{-1}(x), (g^m)^{-1}(y) = g_{oe}^{-1}(y)\), and \((g^m)^{-1}(z) = g_{oe}^{-1}(z)\). Therefore \(g_{oe}^{-1}(z) = (g_{oe}^{-1}(x) \cdot_{oe} g_{oe}^{-1}(y)\). Hence \(\ast(x, y, z)\) and this completes the proof of \((\spadesuit)\).

\(<\)

### 4.5.4 Duality theory for the \((g, T)\)-free reducts of our geometries

Motivation for looking at reducts of our relativistic geometry \(\mathfrak{G}_{\mathfrak{G}}\) is given in §4.5.6 (p.341) and in the introduction of §6.7 (“Interdefinability . . .”) in AMN [18, pp. 1134–1135]. A further motivation for the physicist might be that depending on which aspect of the physical world we want to concentrate on we will “see” different reducts\(^{654}\) of our \(\mathfrak{G}_{\mathfrak{G}}\).

The main message of our \((\mathfrak{G}, \mathcal{M})\)-duality is that we can reconstruct the original observational model \(\mathfrak{M}\) from the streamlined, more abstract geometry \(\mathfrak{G}_{\mathfrak{G}}\) associated with it (under some conditions of course). So, we do not lose information if we move from the “detail-rich” world \(\mathfrak{M}\) to the geometry abstracted from it. The question naturally comes up: How much of \(\mathfrak{G}_{\mathfrak{G}}\) is needed for this reconstruction? In other words, from which reducts of \(\mathfrak{G}_{\mathfrak{G}}\) is our “original world” \(\mathfrak{M}\) reconstructible? Of course, if we take a too small reduct e.g. \(\langle Mn, L; \in \rangle\) then we will not be able to reconstruct \(\mathfrak{M}\) from this reduct. Below we will see that if we omit \(g\) and \(T\) from \(\mathfrak{G}_{\mathfrak{G}}\) then \(\mathfrak{M}\) remains reconstructible from this weaker geometry \(\mathfrak{G}_{\mathfrak{G}}^0 = \langle Mn, \ldots, eq\rangle\), under some conditions.\(^{655}\) We will do more than just reconstructing \(\mathfrak{M}\) from \(\mathfrak{G}_{\mathfrak{G}}^0\), namely, we will elaborate a duality theory (analogous to our original one) between \(\text{Mod}(Th)\) and our weaker geometries.\(^{656}\)

In more detail: In the present sub-section we will see that even if we omit \(g\) from our geometries we can still develop a duality theory between geometries and models. As a contrast, later (in §4.5.6) we will see that we cannot omit much more from our geometries without losing the possibility for building a (similarly strong) duality theory.

The present duality theory will be more symmetric than the previous one \((\mathcal{M}, \mathfrak{G})\), namely, in the new duality the geometries will be axiomatically defined just as the frame models are, cf. the text below Thm.4.5.13 on p.293.

At the same time, we note that at least from a certain point of view, the new duality will involve losing (or forgetting) a bit more “information” than in the case of \((\mathcal{M}, \mathfrak{G})\). Namely,

\(^{654}\)E.g. we may want to concentrate on the so-called conformal structure (i.e. the light-cones) of space-time, or we may want to concentrate on orthogonality, or on the metric \(g\) etc.

\(^{655}\)A price we will have to pay for omitting \(g\) is that we will have to add \(\text{Ax6}\) to our assumptions.

\(^{656}\)We leave it, partially, to the reader to decide exactly which other reducts of \(\mathfrak{G}_{\mathfrak{G}}\) are strong enough so that \(\mathfrak{M}\) is recoverable from them. In other words: which reducts of \(\mathfrak{G}_{\mathfrak{G}}\) are strong enough to support a duality theory analogous to \((\mathfrak{G}, \mathcal{M})\)-duality and the one below. Cf. also item 4.5.30 (p.322). In §4.5.6 and §4.6 we will obtain some partial information in this direction.
under some assumptions,

\[
\mathcal{M} \models \text{Ax(eqtime)} \quad \Rightarrow \quad (\mathcal{G} \circ \mathcal{M})(\mathcal{M}) \models \text{Ax(eqtime)}.
\]

I.e. \(\mathcal{G} \circ \mathcal{M}\) “preserves” \text{Ax(eqtime)}. This property will be lost in the case of the new duality. (This can be sometimes be an advantage and some other times a disadvantage).

**Definition 4.5.53**

(i) For every frame model \(\mathcal{M}\), \(\mathfrak{G}^0_{\mathcal{M}}\) is defined to be the \((g, T)\)-free reduct of \(\mathfrak{G}_{\mathcal{M}} = \langle Mn, \ldots \rangle\), i.e.

\[
\mathfrak{G}^0_{\mathcal{M}} \overset{\text{def}}{=} \langle Mn, L; L^T, L^{Ph}, L^S, \in, \prec, Bw, \bot_r, \text{eq} \rangle.
\]

(ii) For any set \(Th\) of formulas in our frame language the corresponding class \(\text{Ge}^0(Th)\) of geometries is defined as follows.

\[
\text{Ge}^0(Th) \overset{\text{def}}{=} \{ \mathfrak{G} : (\exists \mathcal{M} \in \text{Mod}(Th)) \mathfrak{G}^0_{\mathcal{M}} \cong \mathfrak{G} \}.
\]

(iii) \text{GEO} is defined to be the class of all structures of the similarity type of \(\text{Ge}^0(\emptyset)\) in which the axiom of extensionality holds for the incidence relation \(\in \subseteq Mn \times L\). Because of this, without loss of generality we may assume that our incidence relation is the real set theoretic \(\in\). Actually throughout we will assume this.

(iv) For any set \(TH\) of formulas in the language of \text{GEO}

\[
\text{Mog}(TH) \overset{\text{def}}{=} \{ \mathfrak{G} \in \text{GEO} : \mathfrak{G} \models TH \}.
\]

We introduce axioms \(L_1\) and \(L_2\) in the language of \text{GEO}. We use the abbreviation \text{coll} introduced in item 4.2.12 and the new sort \text{lines} which is first-order defined from \text{coll} (and \(Mn\)) on p.297. Axioms \(L_1\), \(L_2\) below state that \(L\)-lines are also \text{lines}-lines, and that any point is the intersection of two photon-like lines.

\(L_1\)

\(L \subseteq \text{lines}.

(This is one of the places where we heavily use the assumption in Def.4.5.53(iii), i.e. that the geometric incidence relation is the set theoretic \(\in\). Of course the axiom could be formulated without relying on this assumption, but then it would become longer.)

\(L_2\)

\((\forall a \in Mn)(\exists \ell, \ell' \in L^{Ph}) \ell \cap \ell' = \{a\}.

Recall that \text{opag} is the axiom system for ordered Pappian affine geometries defined on p.302 in Def.4.5.24.

**Definition 4.5.54**  \(\text{lopag} \overset{\text{def}}{=} \text{opag} + L_1 + L_2.\)

\(^{657}\)Since \(TH\) is a theory and \(\text{Mog}(TH)\) consists of the models of that theory we could have used the notation \(\text{Mod}(TH)\) in place of \(\text{Mog}(TH)\). However we wanted to emphasize that the language of our present \(TH\) is the geometric language of \text{GEO}. Therefore the models of \(TH\) will be \text{geometries}. To emphasize this we use the notation \(\text{Mog}(TH)\) to remind the reader that the language is now that of \text{geometries}. 
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In the following definition we define the functors \(\mathcal{G}_o\) and \(\mathcal{M}_o\) connecting the two worlds \(\text{Mod}(\ldots)\) and \(\text{Mog(lopag)}\); according to the pattern

\[
\text{Mod}(\ldots) \xleftarrow{\mathcal{G}_o} \xrightarrow{\mathcal{M}_o} \text{Mog(lopag)},
\]

and more generally

\[
\text{Mod}(Th) \xleftarrow{\mathcal{G}_o} \xrightarrow{\mathcal{M}_o} \text{Mog}(TH),
\]

where \(Th\) and \(TH\) are in two different languages.

Much of the intuitive idea for the definition of \(\mathcal{M}\) on p.309 applies to the definition of \(\mathcal{M}_o\) given below.

**Definition 4.5.55 (functors \(\mathcal{G}_o\) and \(\mathcal{M}_o\))**

(i) We define the functor \(\mathcal{G}_o : \text{FM} \rightarrow \text{GEO}\) to be the function \(\mathcal{M} \mapsto \mathcal{E}^0_{\mathcal{M}}\).

(ii) We define the functor \(\mathcal{M}_o : \text{Mog(lopag)} \rightarrow \text{FM}\) as follows. Let \(\mathcal{G} \in \text{Mog(lopag)}\).

Then the model

\[
\mathcal{M}_o(\mathcal{G}) = \langle (B; \text{Obs, Ph, } I_b); \mathfrak{g}, \text{Eucl}(\mathfrak{g}); \in, W \rangle
\]

is defined as follows.

\[
\text{Obs} := \{ \langle o, e_0, \ldots, e_{n-1} \rangle \in n^{+1}Mn : \text{(a)-(e) on p.310 hold} \}.
\]

If \(\text{Obs} = \emptyset\), then \(\mathcal{M}_o(\mathcal{G})\) is defined to be the empty model, otherwise the rest of the ingredients of \(\mathcal{M}_o(\mathcal{G})\) are defined as follows.

\[
\text{Ph} := \mathcal{L} \text{Ph},
\]

\[
B := I_b := \text{Obs} \cup \text{Ph}.
\]

\(\mathfrak{g} = \langle F; \ldots \rangle\) is the ordered field corresponding to \(\langle Mn; Bw \rangle\) defined in Def.4.5.31 (p.306). For every \(\langle o, e_0, \ldots, e_{n-1} \rangle \in \text{Obs}\) the coordinatization

\[
\text{Co}_{\langle o, e_0, \ldots, e_{n-1} \rangle} : Mn \rightarrow nF
\]

is defined in Def.4.5.34 (p.307). By Prop.4.5.35, we have that these coordinatizations are bijections. For every \(m = \langle o, e_0, \ldots, e_{n-1} \rangle \in \text{Obs}\), we define

\[
w^0_m := \text{Co}_{\langle o, e_0, \ldots, e_{n-1} \rangle}^{-1}.
\]

Now the world-view relation \(W\) is defined from the functions \(w^0_m\)'s exactly as in Def.4.5.38.

Let \(m \in \text{Obs}\) and \(p \in nF\). Then

\[
w_m(p) := \{ \ell \in \text{Ph} : w^0_m(p) \in \ell \} \cup \{ \langle o, e_0, \ldots, e_{n-1} \rangle \in \text{Obs} : \text{coll}(o, e_0, w^0_m(p)) \} \] 658

\(W\) is defined from the \(w_m\)'s the obvious way, i.e.

\[
W := \{ \langle m, p, b \rangle \in \text{Obs} \times nF \times B : b \in w_m(p) \}.
\]

658 For a more intuitive (but longer) formula defining \(w_m\) cf. the definition of \(\mathcal{M}\), p.312.
Now we introduce the axiom system \( \text{Wax} \) in our frame language which will nicely “match” with the geometrical axiom system \( \text{loupag} \). \( \text{Ax}(\Phi h) \) below is one of the axioms of \( \text{Wax} \).

\[ \text{Ax}(\Phi h) \ (\forall m \in \text{Obs})(\forall p \in \mathcal{F})(\exists \phi_1, \phi_2 \in \Phi h \ tr_m(\phi_1) \cap tr_m(\phi_2) = \{ p \}). \]

Intuitively, each observer at any point \( p \) sees at least two photons, and these two photons do not meet at any point different from \( p \).

**Definition 4.5.56** \( \text{Wax} := \{ \text{Ax}1, \text{Ax}2, \text{Ax}3, \text{Ax}4, \text{Ax}6, \text{Ax}(\text{Bw}), \text{Ax}(\Phi h) \} \).

We note that the following “weak” axiom systems are stronger than \( \text{Wax} \). \( \text{Back} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}6, \text{Back} + \text{Ax}(\text{Bw}) + \text{Ax}6, \text{Pax} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\Phi h) + \text{Ax}6, \text{Pax} + \text{Ax}(\text{Bw}) + \text{Ax}(\Phi h) + \text{Ax}6 \); and if \( n > 2 \) \( \text{Back}(n) + \text{Ax}(\sqrt{\cdot}) + \text{Ax}6, \text{Back}(n) + \text{Ax}(\text{Bw}) + \text{Ax}6, \text{Back}(n) + \text{Ax}6. \)

Item (ii) of the following theorem is of the pattern of theorem-schemas (G), (H) on p.286 way above. (Cf. Thm.4.5.13 for a similar theorem.) The whole theorem is of the pattern

\[ \text{Mod}(\text{Wax}) \overset{G_0}{\xrightarrow{\iff}} \text{Mod}(\text{loupag}). \]

**THEOREM 4.5.57**

(i) \( G_0 : \text{Mod}(\text{Wax}) \longrightarrow \text{Mod}(\text{loupag}), \text{Mod}(\text{loupag}) \longrightarrow \text{Mod}(\text{Wax}) \), and \( \text{Mo} \) is a first-order definable meta-function.

(ii) Both \( G_0 \circ \text{Mo} \) and \( \text{Mo} \circ G_0 \) have fixed-point property in the sense that for any \( \mathfrak{M} \in \text{Mod}(\text{Wax}) \) and \( \mathfrak{G} \in \text{Mod}(\text{loupag}) \)

\[ (G_0 \circ \text{Mo})^2(\mathfrak{M}) \cong (G_0 \circ \text{Mo})(\mathfrak{M}) \quad \text{and} \quad (\text{Mo} \circ G_0)^2(\mathfrak{G}) \cong (\text{Mo} \circ G_0)(\mathfrak{G}). \]

(iii) For any \( \mathfrak{M} \in \text{Mod}(\text{Wax}) \) and \( \mathfrak{G} \in \text{Mod}(\text{loupag}) \)

\[ G_0(\mathfrak{M}) \longleftarrow (\text{Mo} \circ G_0)(G_0(\mathfrak{M})) \quad \text{and} \quad \text{Mo}(\mathfrak{G}) \longrightarrow (G_0 \circ \text{Mo})(\text{Mo}(\mathfrak{G})). \]

We omit the proof, but cf. the proof of Thm.4.5.43.

Galois connections will be introduced on p.A-3, §A.1. Motivated by the above theorem we conjecture that there is a Galois connection between \( \text{Rng}(G_0) \) and \( \text{Rng}(\text{Mo}) \).\(^{659}\) cf. Thm.A.1.10 (p.A-5). Actually, this Galois connection can be regarded as an adjoint situation (to be introduced on p.A-13) too according to the following pattern

\[ \text{Rng}(\text{Mo}) \overset{G_0}{\xrightarrow{\iff}} \text{Rng}(G_0), \]

\(^{659}\)To show that this is a Galois connection one has to define appropriate pre-orderings on the classes \( \text{Rng}(G_0) \) and \( \text{Rng}(\text{Mo}) \).
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cf. Conjecture A.2.9 (p.A-13). Further, we conjecture that between $\text{Rng}(G \circ M \circ G)$ and $\text{Rng}(M \circ G)$ the same connection turns out to be an equivalence of categories (cf. p.A-13) of the pattern

$$\begin{align*}
\text{Rng}(G \circ M) & \cong \text{Rng}(M \circ G),
\end{align*}$$


**Conjecture 4.5.58** We conjecture that

$$\text{Mod}(Th) \equiv \Delta \text{Mog}(TH),$$

for certain natural choices of Th and TH. We note that these choices of Th we have in mind contain the axiom $(\forall m)(\forall h \in \text{Exp})(\exists k)f_{mk} = h$.\(^{600}\)

Hint: Use the construction in the proof of Thm.4.3.38 (p.261) omitting of course any references to those parts of the geometry which do not exist in the present case, e.g. $g$.

Further theorems in this line will be stated in the Appendix.

The following theorem says that the sentences in our frame language can be translated into sentences in the language of our relativistic geometries (not involving the function $g$ and the topology $T$) in a meaning preserving way, assuming lopag on both sides. (Cf. Thm.4.5.42 for a similar theorem.)

**THEOREM 4.5.59** There is a “natural” translation mapping

$$T_{M_0} : Fm(FM) \rightarrow Fm(GEO)$$

such that for every $G \in \text{Mog}(lopag)$ and sentence $\varphi \in Fm(FM)$

$$M_0(G) \models \varphi \iff G \models T_{M_0}(\varphi).$$

**Proof:** The theorem follows by item (i) of Thm.4.5.57 and by Prop.4.3.41 (p.264).

The next proposition says that the operators $G \circ M$ and $M \circ G$ make our models and geometries “smooth” in some sense. (Cf. Prop.4.5.49 for a similar proposition.) We already know, by Thm.4.5.57, that for any $M \models \text{Wax}$ $(G \circ M)(M) \models \text{Wax}$. Item (i) of the proposition states that besides Wax some further axioms become true when $G \circ M$ is applied to $M$. A similar remark applies to lopag and item (ii) below.

**PROPOSITION 4.5.60**

(i) Assume $M \in \text{Mod}(\text{Wax})$. Then

$$\begin{align*}
(G \circ M)(M) & \models \text{Ax}(\text{ext}) + \text{Ax} \diamond + (\forall m, k)(f_{mk} \in \text{Aftr}) + \\
& \quad + \text{Ax}(\infty \text{ph}) + (\forall m)(\forall h \in \text{Exp})(\exists k)f_{mk} = h.
\end{align*}$$

\(^{600}\)Intuitively, this means that there are arbitrarily large as well as arbitrarily small animals, cf. Remark 4.2.1 on p.458 of AMN [18].
(ii) Assume $\mathfrak{G} \in \text{Mog(lopag)}$. Then
\[
(Mo \circ Go)(\mathfrak{G}) \models L_3 + L_4 + L_5 + L_6 + L_7 + L_8 + L_9 + L_{10},
\]
where axioms $L_3, \ldots, L_{10}$ are introduced below the present proposition.
Moreover;

(iii)
\[
\begin{align*}
\text{Rng}(Mo) & \models \text{Ax}(\text{ext}) + \text{Ax}\circ \gamma \oplus (\forall m, k)(f_{mk} \in \text{Aftr}) + \text{Ax}(\infty \phi) \quad \text{and} \\
\text{Rng}(Go) & \models L_3 + L_4 + L_5 + L_6 + L_7 + L_8 + L_9 + L_{10},
\end{align*}
\]
where axioms $L_3, \ldots, L_{10}$ are introduced below.

We omit the proof. ■

Now we turn to introducing axioms $L_3, \ldots, L_{10}$ in the language of GEO. These axioms are motivated by item (ii) of the above proposition and/or by contemplating the idea that they are very natural (it is hard to imagine a reasonable geometry in which one of them would fail).

$L_3$ Intuitively, $eq$ is (very) symmetric, formally:
\[
\langle a, b \rangle \text{ eq } \langle c, d \rangle \rightarrow (\langle c, d \rangle \text{ eq } \langle a, b \rangle \land \langle b, a \rangle \text{ eq } \langle c, d \rangle \land \langle a, a \rangle \text{ eq } \langle c, c \rangle).
\]

$L_4$ $eq$ is transitive, i.e.
\[
(\langle a, b \rangle \text{ eq } \langle c, d \rangle \land \langle c, d \rangle \text{ eq } \langle e, f \rangle) \rightarrow \langle a, b \rangle \text{ eq } \langle e, f \rangle.
\]

$L_6$ (For the intuitive meaning of this axiom see Fig. 117.)
\[
(\forall \ell, \ell' \in L)(\forall o, e, e', a, a' \in Mn)([\ell \cap \ell' = \{o\} \land e, a \in \ell \land e', a' \in \ell' \land \\
\langle e, e' \rangle \parallel \langle a, a' \rangle \land \langle o, e \rangle \text{ eq } \langle o, e' \rangle] \rightarrow \langle o, a \rangle \text{ eq } \langle o, a' \rangle).
\]

\[
\begin{align*}
\text{Figure 117: Axiom } L_6.
\end{align*}
\]
If this is the case then \( \langle a, b \rangle \equiv \langle c, d \rangle \).

\[ \ell \in L^T \cup L^S \]

Figure 118: Axiom \( L_7 \).

**L_7** (For the intuitive meaning of this axiom see Fig.118.)

\[
(\forall \ell \in L^T \cup L^S)(\forall a, b, c, d, e, f \in Mn)[ (a, b, c, d, e, f \in \ell) \land \\
\langle a, b \rangle \parallel \langle e, f \rangle \parallel \langle e, d \rangle \land \langle a, e \rangle \parallel \langle b, f \rangle \land \langle c, e \rangle \parallel \langle d, f \rangle ) \rightarrow \langle a, b \rangle \equiv \langle c, d \rangle ]
\]

**L_8** \( \perp_r \) is symmetric, i.e.

\[
(\forall \ell, \ell' \in L)(\ell \perp_r \ell' \rightarrow \ell' \perp_r \ell).
\]

**L_9** \( \perp_r \) is closed under parallelism, i.e.

\[
(\forall \ell, \ell_1, \ell_2 \in L)[(\ell \perp_r \ell_1 \land \ell_1 \parallel \ell_2) \rightarrow \ell \perp_r \ell_2] .
\]

**L_10** \( \perp_r \) is closed under taking limits, i.e. \( \perp_r \) satisfies item (ii) on p.141. This property can be formulated in the language of GEO as follows. (See Fig.119.)

\[
(\forall \ell, \ell' \in L) \left( (\exists \text{ distinct } a, b \in \ell)(\exists \text{ distinct } a', b' \in \ell')(\exists \ell_1, \ell'_1 \in L) \\
\left[ \ell \cap \ell_1 = \{b\} \land \ell' \cap \ell'_1 = \{b'\} \land (\forall c, d \in \ell_1)(\forall \ell', d' \in \ell'_1) \\
[ (Bw(c, b, d) \land Bw(c', b', d')) \rightarrow (\exists e, e' \in Mn)(\exists \ell_2, \ell'_2 \in L) \\
(\exists \ell_2, \ell'_2 \in L) \right] \right) \rightarrow \ell \perp_r \ell', \text{ cf. Fig.119.}
\]

Figure 119: Illustration for axiom \( L_{10} \).
Improving our relativistic dualities; unification and integration. By “our relativistic dualities” we refer to the \((\mathcal{G}, \mathcal{M})\)-duality, \((\mathcal{G}_0, \mathcal{M_0})\)-duality and their variants discussed so far. In Appendix A we show that our relativistic dualities form what are called “Galois-connections” e.g. in algebra. Moreover, we expand them to the world of category theory where they lead to e.g. “adjoint situations”. This way we reach an enriched concept of duality theories which plays an important role all over mathematics and mathematical physics. The discussion (in Appendix A) also reveals how the methods (and results) in the author’s earlier papers e.g. Madarász [161, 165, 164, 166, 170, 163], Madarász et al. [177, 176] have lead to the results of the present work (as well as to more obviously related work e.g. AMN [16], AMN et al. [25]). Many of the methods of the present work were published by the author in the above mentioned earlier papers; but because of the terminological differences explained in Appendix A, it is difficult to give precise references at all the relevant points in the dissertation. Therefore we collected these connections into Appendix A, but cf. also the end of §4.3.

4.5.5 Geometric dualities, definability, Gödel incompleteness

The present section is related to the subject matter of §3.8 in AMN [18] (“Making Basax complete...”, pp.294-346), to the “relativity and Gödel incompleteness papers Andréka-Madarász-Németi [16], [17], and to the “Accelerated observers” materials, e.g. the Accelerated Observers Chapter in Andréka-Madarász-Németi-Sági-Sain [24], and [117], [26].

Notation 4.5.61 For any axiom system \(A\xi\), we write \(T(A\xi)\) for the theory generated by \(A\xi\), i.e.

\[
T(A\xi) := \text{Th(\text{Mod}(A\xi))}.
\]

<

Let \(\mathcal{G}_{29}^*\) be defined exactly as \(\mathcal{G}_{29}\) was defined in Def.4.2.3 (p.137) with the following changes.

\[
L := L^T \cup L^{Ph} \cup L^S \cup \text{“life-lines of inertial bodies”}; \ i.e.
L := L^T \cup L^{Ph} \cup L^S \cup \{e \in Mn : b \in e\} : b \in IB).
\]

Now,

\[
\mathcal{G}_{29}^* := \langle Mn, F_1, L, L^T, L^{Ph}, L^S, \varepsilon, \prec, Bw, \perp, \epsilon Q, g, T \rangle.
\]

I.e. \(\mathcal{G}_{29}^*\) is obtained from \(\mathcal{G}_{29}\) by including the life-lines of inertial bodies as extra lines. This is in perfect harmony with our \(\text{Ax3}\) (p.20) (or even \(\text{Ax3}_0\)) which say that the life-lines of inertial bodies are straight lines.

Instead of \(\mathcal{G}_{29}\), we could have investigated \(\mathcal{G}_{29}^*\) in the present chapter (Chap.4), the changes would be inessential. The only reason why we chose \(\mathcal{G}_{29}\) as a basis of the present chapter (instead of \(\mathcal{G}_{29}^*\)) was to make it shorter. However, the nature of the present sub-section (§4.5.5) is such that \(\mathcal{G}_{29}^*\) is more suitable as a basis for it than \(\mathcal{G}_{29}\). So we will concentrate on \(\mathcal{G}_{29}^*\) instead of \(\mathcal{G}_{29}\) in the present sub-section. Since the differences are small, to avoid complicated, heavy notation, we will simply pretend in the present sub-section that \(\mathcal{G}_{29} := \mathcal{G}_{29}^*\) (i.e. that \(\mathcal{G}_{29}\) denotes \(\mathcal{G}_{29}^*\)) and that all the results, definitions etc. of the present chapter are about \(\mathcal{G}_{29}^*\).
CONVENTION 4.5.62 In the present sub-section (§4.5.5) we will pretend that $\mathcal{G}_{\text{G}} := \mathcal{G}^*$, hence in particular, that the life-lines of inertial bodies are lines in $\mathcal{G}_{\text{G}}$. This convention is valid only inside this sub-section, after the end of this sub-section $\mathcal{G}_{\text{G}}$ will retain its original definition. Whenever the present convention would lead to inconsistencies, we leave it to context and the reader’s common sense to eliminate these inconsistencies.

***

The purpose of this sub-section is threefold:

(i) We saw, e.g. in Thm.4.3.38 (p.261), that the “world” of observation-oriented models, the $\mathfrak{M}$’s, and the world of observer-independent geometries, the $\mathcal{G}$’s, are definitionally equivalent (under some assumptions). From [16, 17], and/or from the relevant part of the present work we know that Gödel’s incompleteness theorems do apply to many of the $\mathfrak{M}$’s.\(^{661}\) In brief, the limitative theorems\(^{662}\) of metamathematics do apply to the “world” of the $\mathfrak{M}$’s. At the same time, one may recall from logic courses, that Gödel’s incompleteness theorems have a tendency of not being applicable to geometric structures and in this respect geometries have a tendency of behaving similarly to real-closed fields (or $\mathfrak{R}$ itself) in that they usually do not satisfy the conditions of Gödel’s incompleteness theorems (hence, these theorems do not apply to these structures).\(^{663}\) Cf. e.g. Goldbatt [102, p.169 lines 11-10 bottom up] where it is stated that the theory of Minkowskian geometry over $\mathfrak{R}$ is decidable. In particular, there are natural frame-theories $Th \supset \text{Specrel}$, such that Gödel’s incompleteness theorems apply to $Th$ but do not apply to $\mathcal{G}(Th)$ or to $\mathcal{M}[\mathcal{G}(Th)] = (\mathcal{G} \circ \mathcal{M})[\text{Mod}(Th)]$. All these lead to the following question: How is it possible that two “worlds” are equivalent and Gödel’s theorems apply to one of them but not to the other? Similarly, we could ask, why does the $(\mathcal{G}, \mathcal{M})$-duality not “import” Gödel incompleteness properties from the side (or “world”) of the $\mathfrak{M}$’s to the side (or “world”) of the geometries, the $\mathcal{G}_{\text{G}}$’s.\(^{665}\) (Below we will see that the answer is in the conditions of our theorems, and that the just outlined “tension”\(^{666}\) can lead to interesting observations.)

---

\(^{661}\) Hence e.g. $T(\text{Basax})$ is undecidable, moreover $T(\text{Basax} + \text{some extra axioms})$ is hereditarily undecidable: it admits a formulation $\text{Con}(\text{Basax} + \text{extra})$ of its own consistency etc. The techniques of proving this (formalizability of own consistency) ensure that the Liar Paradox expressing “this sentence is not provable from $\text{Basax} + \text{extra}$” can be formulated in “$\text{Basax} + \text{extra}$”, which in turn leads to strong hereditary incompleteness results. If someone wants to make this theory complete, then he will probably try by adding the Liar Paradox to $\text{Basax} + \text{extra}$ as a new axiom. But this spectacularly fails, because then there will be a new incarnation of the “Liar” saying “this sentence is not provable from (Basax + extra + “Liar formulated for (Basax + extra)” etc.

\(^{662}\) See e.g. Bell-Machover [46, Chapter 7, “Logic-limitative results”] or Chaitin [59].

\(^{663}\) In passing we note that if our field $\mathfrak{F}$ is strange enough (i.e. is far from being a real-closed field) then our can lose decidability of e.g. $Th(\text{Mink}(4, \mathfrak{F}))$. Cf. [17]. But this is not too relevant to our present concerns, so we do not discuss this and we pretend that $Th(\mathfrak{F})$ is always decidable. Although in the typical well behaved cases Gödel’s theorems do not apply to $\mathcal{E}_{\mathfrak{G}}$ whenever $\mathfrak{F}$ is a real-closed field,\(^{664}\) we note that there are exotic exceptions. E.g. we conjecture that either for the geometry $\mathcal{E}_{\mathfrak{G}}$ constructed in the proof of Thm.4.2.23 (p.168) Gödel’s incompleteness theorems do apply, or one can construct an analogous $\mathcal{E}_{\mathfrak{G}}$ for which Gödel’s incompleteness theorems apply.

\(^{664}\) E.g. in Minkowskian geometries this is always so (i.e. $\mathfrak{F}$ is real-closed) $\Rightarrow$ [Gödel’s incompleteness theorems do not apply to $\text{Mink}(\mathfrak{F})$], cf. e.g. Goldbatt [102, p.169] for this.

\(^{665}\) Of course, there are structures in $\mathcal{G}(Th)$ to which the conditions of Gödel’s theorems do apply, but they are the exceptional ones, in some sense (from the physical point of view they are somewhat strange); while on the $\text{Mod}(Th)$ side it is much more typical, frequent (and natural) to have these conditions satisfied, cf. Andráska-Madarász-Nemethi [16, 17] (e.g. having a periodically moving body is sufficient).

\(^{666}\) By tension we mean something which looks like a contradiction (but is not one).
(ii) Can we extend our \((G,M)\)-duality to handling non-inertial bodies (or at least non-inertial observers) well? \(\) (i.e., can we extend our duality such that non-inertial bodies or observers would not necessarily disappear from \((G \circ M)(M)\)?) \n
(iii) We will briefly ask ourselves whether the life-lines of some non-inertial bodies are definable in \(Ge(Th)\), for nice enough choices of \(Th\).

Before going on, we note that the above three issues (i)-(iii) are interconnected as follows: If all non-inertial bodies of \(M\) would reappear in \(G \circ M(M)\) then probably all non-inertial bodies of \(M\) would be (at least parametrically) definable in \(G(M)\). (This would answer item (iii).) But, if this would be the case, then applicability of Gödel's incompleteness theorems for \(M\) would probably be inherited by \(G(M)\), because non-inertial bodies of \(M\) played an essential role in applying these theorems to \(M\) in [16], [17]. So items (i)-(iii) are interconnected.

A perspective on items (i)-(iii): In connection with item (i), in Statement (\(\ast\)) below, we will see that \((G \circ M)\) tends to streamline our models, it tends to make our originally complicated, "untidy" \(M\) into a "streamlined", "tidy", and smooth variant \((G \circ M)(M)\) of the original \(M\). As a byproduct, it may happen that \(M\) satisfies the conditions of Gödel's incompleteness theorems but \((G \circ M)(M)\) does not.

Now, in items (ii), (iii) we ask ourselves: Is this good for us or is this bad for us? Roughly, the answer will be the following. At the present level of investigations this is not bad at all. However, in later generalizations towards general relativity, e.g. in the theory of accelerated observers this might create inconveniences (which we will have to be careful to avoid).

Let us turn to discussing (some of) the questions (i)-(iii) above.

In \(\S 4.5.3\) we had a proposition saying, roughly, that the operator \(G \circ M\) makes our possibly complicated and "inhomogeneous" models \(M\) (which might contain random features) symmetric, "tidy" and "smooth", e.g.

\(\ast\)

\[ (G \circ M)(M) \models Ax \heartsuit + Ax(\text{ext}). \]

In the "Gödel incompleteness" papers Andréka-Madarász-Némethi [16], [17] related to the present work, we saw that, roughly, such "smooth" models usually have a decidable theory to which Gödel's incompleteness theorems do not apply (assuming \(\mathfrak{F}\) is a real-closed field).

Though (\(\ast\)) can be viewed as a positive result, in a certain other sense it will turn out to be a \textit{limitative} one, cf. e.g. Thm.4.5.66, Conj.4.5.68.

---

\(\text{\textsuperscript{667}}\) This would be a positive answer to (ii).
\(\text{\textsuperscript{668}}\) at least in most of the cases (i.e., when non-inertial bodies were responsible for "incompleteness")
\(\text{\textsuperscript{669}}\) Cf. e.g. [16], [17], [26], [24], Chap. "Accelerated Observers", [117], [192].
\(\text{\textsuperscript{670}}\) We mean here that on some (but not all) life-lines there may be many indistinguishable observers in a random manner, and that there may be many non inertial bodies with complicated life-lines in one part of \(M\) but not in another etc.
\(\text{\textsuperscript{671}}\) In passing we note that many of the theories tend to do this "streamlining" of their objects. E.g. in the case of Galois connections (pp. A-1-A-4) if \(p \in P\) then \(g(f(p))\) is the "closure" of \(p\) and usually has more symmetry properties than \(p\). A similar remark applies to the (Mod,Th)-duality on p.1026 of AMN [18] where to the possibly "untidy" or "random" \(\Sigma \subseteq Fm\), the streamlined Th(Mod(\(\Sigma\))) is associated (which is closed under \(\models\)).
\(\text{\textsuperscript{672}}\) cf. also the Gödel incompleteness chapter of a future edition [19] of AMN [18]
\(\text{\textsuperscript{673}}\) As we already mentioned in connection with geometries (in footnote 663), there might be exceptional models \(M\) which are "smooth" in the above sense with \(\mathfrak{F} = M\) and still have an undecidable theory. Cf. Andréka et al. [16, Thm.9(iii)].
4.5.5 GEOMETRIC DUALITIES, GÖDEL INCOMPLETENESS

Independently of this, we saw in §§ 4.5.3, 4.5.4 that the function
\[ \mathcal{M} : \text{Ge}(Th) \to \text{Mod}(Th) \]
is a first-order definable meta-function (assuming Th is strong enough), i.e. that \( \mathcal{M}(\mathfrak{G}) \) is uniformly first-order definable over \( \mathfrak{G} \). Moreover \( \text{Mod}(Th) \) is definable over \( \text{Ge}(Th) \) if \( Th \) is strong enough, cf. Theorems 4.5.11, 4.3.38 and Prop.4.5.41.

First-order definability of \( \mathcal{M}(\mathfrak{G}) \) over \( \mathfrak{G} \) includes the claim that (intuitively speaking) every observer \( m \) of \( \mathcal{M}(\mathfrak{G}) \) is first-order definable from \( \mathfrak{G} \) by using \( n+1 \) parameters. Namely, each \( m \) is definable by using (as parameters) \( n+1 \) points \( o, e_0, \ldots, e_{n-1} \) satisfying (a)-(f) on p.310. (This kind of definability is called parametrical definability in standard mathematical logic, cf. §4.3 [pp. 235, 223].)

Summing it up, every observer of \( \mathcal{M}(\mathfrak{G}) \) is parametrically definable in \( \mathfrak{G} \). Moreover

\[ \text{(**) every body of } \mathcal{M}(\mathfrak{G}) \text{ is parametrically definable in } \mathfrak{G}. \]

All the bodies in \( \mathcal{M}(\mathfrak{G}) \) are inertial. But in our relativity theories, e.g. \( (\text{Basax}+\text{Ax}(\omega)^2) \) non-inertial bodies also play some important role, cf. e.g. the formalization of the Twin Paradox in §2 (p.13 and Figure 7 on p.13) and the continuation of this work on accelerated observers [26], the accelerated observers chapter in [24], [117], and the related discussions in the present work.

Therefore, as we already said, the following question naturally comes up: Can we define (by first-order means) strongly non-inertial bodies\(^\text{674}\) from \( \mathfrak{G} \)? Further, can we extend our duality theory
\[ \mathcal{G} : \text{Mod}(Th) \to \text{Ge}(Th), \quad \mathcal{M} : \text{Ge}(Th) \to \text{Mod}(Th) \]
by possibly strengthening \( Th \) (and improving the definition of \( \mathcal{M} \)) such that it would “handle” strongly non-inertial bodies too? We will see that the answer is no, at least if we want to keep our geometries \( \mathfrak{G}_{\text{st}} \) at least remotely similar to the geometries considered in the literature, e.g. if we want to stick with the three sorts \( \text{Points, Lines and Quantities} \) (i.e. \( F \)) only.\(^\text{675}\) On the other hand, we will indicate in Remark 4.5.63 that a positive answer is possible in the framework of first-order logic on the expense of making our structures richer than “geometries”. Since accelerated observers with constant acceleration will play an important role later in generalizing our theory,\(^\text{676}\) we note the following. (Life-lines of) accelerated bodies with constant acceleration are parametrically definable in most of our geometries \( \mathfrak{G} \in \text{Ge}(\text{Pax}) \).

**Remark 4.5.63** We note that to recover strongly non-inertial bodies from \( \mathfrak{G}_{\text{st}} \) we will need to add, among others, an extra sort representing, roughly, a possibly nonstandard model of Peano’s Arithmetic as it was done in the development of nonstandard temporal logics and nonstandard dynamic logic cf. e.g. Sain [227], Andréka-Goranko et al. [12] and the references therein. We plan to do such things in a later work related to the present one. Such developments will also represent connections with nonstandard analysis.\(^\text{677}\) We note that in this approach we will add the following extra sorts to \( \mathfrak{G} \). (i) A sort usually denoted as \( I \) which

---

\(^{\text{674}}\) Cf. Def 4.5.67 for strongly non-inertial bodies.

\(^{\text{675}}\) or anything in the spirit of \( \text{(Points, Lines, Planes, Quantities)} \)-like arrangement to which e.g. our definition of \( \mathfrak{G}_{\text{st}} \) does conform.

\(^{\text{676}}\) in the direction of general relativity theory.

\(^{\text{677}}\) This would mean a connection between the presently discussed kind of “logic-based relativity” and nonstandard analysis.
represents functions from the sort $F_1$ into itself. I.e. $I \subseteq F$. (ii) Further, a **binary operation** value $: I \times F \rightarrow F$ such that for $f \in I$, value$(f, x) \in F$ is considered to be the value “$f(x)$” for $x \in F$. (iii) A **unary relation** $N \subseteq F$ which plays the role of the positive integer elements of $F$, e.g. $0, 1 \in N$ and $N$ is closed under $+, \cdot$ of $F_1$, moreover $\langle N, 0, 1, +, \cdot \rangle$ is a model of Peano’s Arithmetic. (iv) We will postulate the comprehension axiom-schema for $I$ saying that all functions $f : F \rightarrow F$ which are definable in the language of the so expanded model $\mathfrak{G}$ appear as elements of $I$. I.e. all first-order definable$^{678}$ functions $f : F \rightarrow F$ show up in $I$, roughly $f \in I$. The purpose of all this machinery is to enable us to express in first-order logic (i.e. in the first-order language of the so expanded $\mathfrak{G}$) the things which we want to express in order to develop our theory of, say, accelerated observers (and/or motion in general). This approach will be described in $[19].^{679}$

**Notation 4.5.64** Mink$(n, rc)$ denotes the class

$I\{\text{Mink}(n, \mathfrak{F}) : \mathfrak{F} \text{ is a real-closed field}\}^{680}$

of all $n$-dimensional Minkowskian geometries over real-closed fields.

---

Items 4.5.66, 4.5.68 below can be interpreted as saying that **not all important aspects of (special) relativity can be recovered from the geometries $\mathfrak{G}_m$** (or from Minkowskian geometry).

A body $b \in B$ is called **periodically moving**, or periodical for short, if there is $m \in \text{Obs}$ such that $tr_m(b)$ can be interpreted as a function $tr_m(b) : \tilde{\ell} \rightarrow n^{-1}F$ and this function is periodical. See Figure 120. For simplicity we will use the following simpler definition.

![Figure 120: b is a periodically moving body in m's world-view.](image)

**Definition 4.5.65** Let $\mathfrak{G}$ be fixed. Body $b$ is called **periodical** iff there is $m \in \text{Obs}$ such that letting $H := \tilde{\ell} \cap tr_m(b)$ the set $H \subseteq F$ is discrete$^{681}$ and cofinal in $\mathfrak{F}$, and for any two

---

$^{678}$We mean definable in the many-sorted structure $\langle \mathfrak{G}, I, \text{value}, \text{etc.} \rangle$.

$^{679}$We note that at this point we did not explain why and how adding such extra sorts including an extra arithmetical sort will help. Consulting Sain [227], Andréka-Goranko-et al [12], Montague [195], Gallin [94] may give useful hints.

$^{680}$Cf. p.301 of AMN [18] for the notion of real-closed fields.

$^{681}$We use the language of $\mathfrak{F}$. $H$ is **discrete** if any point in $H$ has a successor and a predecessor in $H$ unless it is an endpoint of $H$. 
neighboring pairs \(a, b, a', b' \in H\) we have \(|b - a| = |b' - a'\) (where \(a\) and \(b\) are neighbors and the same holds for \(a', b'\)).

\[\square\]

Intuitively, the following theorem says that life-lines of periodical bodies are not definable in our geometries like \(\text{Ge(Bax)}\). Recall that \(\text{Ax(rc)}\) is the usual axiom system for real-closed fields defined in the List of axioms and on p.301 in §3.8 of AMN [18].

**THEOREM 4.5.66**

(i) Let \(n > 1\) and consider the class \(\text{Mink}(n, rc)\) of Minkowskian geometries.

Then, there exists \(M \in \text{Mod(Basax} + \text{Ax}(\omega)^{2})\) such that \(\mathfrak{G}_{\mathfrak{M}} = \langle \mathfrak{M}, F, \ldots \rangle \in \text{Mink}(n, rc)\) and for no periodical body \(b\) of \(M\) is the life-line \(\{e \in \mathfrak{M} : b \in e\}\) of \(b\) definable parametrically in the geometry \(\mathfrak{G}_{\mathfrak{M}}\).

(ii) Statement (i) remains true if we replace \(\text{Mink}(n, rc)\) by any one of our distinguished classes \(\text{Ge(Th)}\) of geometries. (Here \(\text{Th}\) ranges over our hierarchy \(\text{Bax}^{-}, \text{Bax}, \ldots, \text{Basax}\)).

**Outline of proof:** In AMN [16], [17] as well as in the “decidability... Gödel incompleteness” part of AMN [19] we see that if we add the existence of a periodical body as an extra axiom (this extra axiom is denoted by \(\nu\) there) to any one of our distinguished theories \(\text{Th}\), then the so obtained \((\text{Th} + \nu)\) becomes essentially undecidable as a theory, it satisfies the conditions of Gödel’s incompleteness theorems, hence the conclusions of Gödel’s incompleteness theorems (both of them) apply to the theory \((\text{Th} + \nu)\).

Therefore, if a periodical body was parametrically definable in \(\text{Mod(Th)}\) then this would render \(\text{Th}(\text{Mod(Th)})\) essentially undecidable etc. (The parameters [in our notion of definability] cause no problem in this argument because we can use quantifiers in our language to make the parameters “disappear” when translating number theoretic formulas to formulas in the language of \(\text{Mod(Th)}\). This technique [for getting rid of the parameters] was used e.g. in Németi [202]).

Having seen that \(\text{Mod(Th)}\) would become essentially undecidable if formula \(\nu\) was added to it, one can push the same argument through to show that \(\text{Ge(Th)}\) would become hereditarily undecidable if \(\nu\) was expressible in the language of \(\text{Ge(Th)}\). Since we know that \(\text{Ge(Th} + (\mathfrak{F} \text{ is a real-closed field)})\) can be extended to a decidable consistent theory, cf. the “Making \(\text{Basax}\) complete ...” section of AMN [18], i.e. §3.8 pp.294-346 of AMN [18], we conclude that \(\nu\) cannot be expressible in the first-order language of \(\text{Ge(Th)}\). But this implies that no periodical body can be parametrically defined in \(\text{Ge(Th)}\). This finishes the proof. \(\blacksquare\)

---

\(^{682}\) I.e., \([a < b \land (\exists c \in H) a < c < b]\).

\(^{683}\) I.e. for no finite number of parameters \(p_{1}, \ldots, p_{k}\) from \(\mathfrak{G}_{\mathfrak{M}}\) (i.e. from \(U_{\nu} (\mathfrak{G}_{\mathfrak{M}}) = \mathfrak{M} \cup F \cup L\)) is the life-line of any periodical body of \(\mathfrak{M}\) (first-order) definable in \(\mathfrak{G}_{\mathfrak{M}}\) by using \(p_{1}, \ldots, p_{k}\) as parameters. That is, let \(\bar{p} = (p_{1}, \ldots, p_{k})\). Then no first-order formula \(\varphi(x, \bar{p})\) in the language \(\text{Ge of } \mathfrak{G}_{\mathfrak{M}}\) defines the trace \(\{e \in \mathfrak{M} : b \in e\}\) of a periodical body \(b\) of \(\mathfrak{M}\).

\(^{684}\) This can be seen by interpreting Robinson’s arithmetic denoted by \(R\) in Monk [194, Def.14.9, p 247] in the theory \((\text{Th} + \nu)\). Note that this version \(R\) of arithmetic is much weaker than Peano’s arithmetic, in particular, it involves no induction axiom schema. Hereditary undecidability etc. of \(R\) is in Thm.16.1, p.280 of Monk [194]. For more detail on \((\text{Th} + \nu)\) cf. Andráši-Madarász-Németi [17].

\(^{685}\) Here, we mean uniform definability for the whole class \(\text{Ge(Th)}\). However one can refine the present argument to prove that there is a geometry \(\mathfrak{G} \in \text{Ge(Th)}\) in which no such body is parametrically definable.
Definition 4.5.67 Let $\mathcal{M}$ be fixed. A body $b$ is called strongly non-inertial iff there is an observer $m$ such that $tr_m(b) \cap \ell$ is a nonempty set and is gapy in the following sense:

\[(\forall p \in tr_m(b) \cap \ell)(\exists q, r \in \ell)(q < q_t < r_t \land q \notin tr_m(b) \land r \in tr_m(b)).\]

If a body $b$ is periodical (in the sense of Def.4.5.65) then it is strongly non-inertial.

Intuitively, the next conjecture says that the life-lines of strongly non-inertial bodies are not definable in our geometries, e.g. $\text{Ge}(\text{Bax})$.

**Conjecture 4.5.68** Theorem 4.5.66 remains true for strongly non inertial bodies in place of periodical ones.

**Possible idea of proof:** We choose a model $\mathcal{M} \in \text{Mod}(Th)$ such that $\mathfrak{S}^{\text{Or}}$ is a real-closed field and such that $\mathfrak{G}_{\mathfrak{M}}$ is the Minkowskian geometry over $\mathfrak{S}^{\text{Or}}$, up to isomorphism. Then $\mathfrak{G}_{\mathfrak{M}}$ is definable over $\mathfrak{S}^{\text{Or}}$. Assume that the life-line of a strongly non-inertial body $b$ of $\mathcal{M}$ is parametrically definable over $\mathfrak{G}_{\mathfrak{M}}$. Then (*) above holds for some $m \in \text{Obs}$. Let this $m$ be fixed. Then the intersection $\{e \in M_n : b, m \in e\}$ of the life-lines of $b$ and $m$ is parametrically definable over $\mathfrak{G}_{\mathfrak{M}}$ by a formula $\varphi(x, \bar{p})$ with parameters $\bar{p}$. Since $\mathfrak{G}_{\mathfrak{M}}$ is definable over $\mathfrak{S}^{\text{Or}}$, there is a definitional expansion $\mathfrak{G}_{\mathfrak{M}}^+$ of $\mathfrak{S}^{\text{Or}}$ such that $\mathfrak{G}_{\mathfrak{M}}$ is a reduct of $\mathfrak{G}_{\mathfrak{M}}^+$. Now, by Thm.4.3.29 (p.247) there is a translation mapping $Tr : \text{Fm}(\mathfrak{G}_{\mathfrak{M}}^+) \rightarrow \text{Fm}(\mathfrak{S}^{\text{Or}})$ such that the conclusion of Thm.4.3.29 holds for this $Tr$. Now, if we apply this $Tr$ to our formula $\varphi(x, \bar{p})$ then we obtain a new formula which defines a relation on $\mathfrak{S}^{\text{Or}}$ parametrically. We conjecture that from this, one can obtain a further formula which defines a subset $H$ of $\mathfrak{S}^{\text{Or}}$ parametrically which is gapy in the sense of Def.4.5.67 immediately above. Now, to such a gapy $H$ one can apply the proof of Lemma 4.2.27 (p.172) to derive a contradiction. Namely, by the proof of Lemma 4.2.27 it follows that $H$ is not parametrically definable over $\mathfrak{S}^{\text{Or}}$. (The proof of Lemma 4.2.27 goes through for the present case if one uses arbitrary polynomials in the proof and not only polynomials with rational coefficients and if one uses “gapy” in the sense of Def.4.5.67 above and not in the sense of Def.4.2.26).

**Remark 4.5.69** (On Gödel’s logic proofs, relativity proof, and Escher.)

Some of Escher’s pictures can be associated both with Gödel’s incompleteness proof (logic) and to his rotating universe construction for general relativity. So these two seemingly distant creations of Gödel are more closely related than is usually acknowledged in the literature. But cf. Yourgrau [270], Dawson [70, pp. 176–177] for positive exceptions (where the “two Gödel’s” are connected). See Figure 121. For Gödel’s rotating universe see Figure 134 on p.365.

**Items 4.5.66, 4.5.68 above seem to say that our duality theory**

$$\mathcal{G} : \text{Mod}(Th) \rightarrow \text{Ge}(Th), \quad \mathcal{M} : \text{Ge}(Th) \rightarrow \text{Mod}(Th)$$

**cannot** be easily extended to a duality theory consisting of some $\mathcal{G}^+$ and $\mathcal{M}^+$ which would satisfactorily handle periodically moving (or strongly non-inertial) bodies present in the models $\mathfrak{M} \in \text{Mod}(Th)$. Or in other words, the duality theory based on $\mathcal{G}$ and $\mathcal{M}$ abstracts from

\[686\text{Cf. Def.4.2.26 (p.172) and note that though the two definitions are similar they are not the same.}\]
Figure 121: Print Gallery, by M.C. Escher. Cf. Fig.122 for the “logic” of this picture and for its connections with Gödel’s proof. A key idea in Gödel’s proof is self reference: “this sentence is not provable” (a variant of the well-known Liar paradox).

Figure 122: A collapsed version of Fig.121 (i.e. of Escher’s Print Gallery).
strongly non-inertial bodies (and therefore also from strongly non-inertial observers (!)), and this feature seems to be unavoidable in view of items 4.5.66, 4.5.68. More precisely, this seems to be so unless we expand our geometries in the “nonstandard dynamic logic” style mentioned/promised in Remark 4.5.63 way above.

Let us return to answering items/questions (i)-(iii) on p.333 close to the beginning of this sub-section. The above discussion, theorem, etc. answer items (ii), (iii)\textsuperscript{687}. To answer (i), let us assume some nice, strong frame-theory\textsuperscript{688} e.g. $Th^+ : = \text{Basax } + Ax(\omega) + Ax(Triv) + Ax(||) + Ax(\sqrt{\cdot}) + Ax(rc) + Ax(eqm) + Ax(eqtime)$.

Now, we are looking at $\text{Mod}(Th^+)$ and at $\mathcal{G}^* \text{[Mod}(Th^+) = \{ \mathcal{G}^*_\mathcal{M}^* : \mathcal{M} \models Th^+ \}$ where $\mathcal{G}^* : \text{Mod}(Th) \rightarrow Ge(Th)$ with $\mathcal{G}^*(\mathcal{M}) : = \mathcal{G}^*_\mathcal{M}$ for all $\mathcal{M}$. According to the proofs in [16, 17], there are many models $\mathcal{M} \models Th^+$ satisfying the conditions of Gödel’s incompleteness theorems. At the same time, $\mathcal{G}^*_\mathcal{M}$ fails to satisfy the conditions of Gödel’s theorems for many\textsuperscript{689} choices of the above $\mathcal{M}$. The reason for this is item (\star) on p.334 together with the fact that in Thm.10 of [16] we used the presence of \textit{periodically moving bodies} to prove the conditions of Gödel’s theorems (for models satisfying Th$^+$). But the functor $\mathcal{G}^*$ removes (or forgets) the traces of such bodies. Hence the “periodical body method” in [16, 17] is no longer applicable to the structure $\mathcal{G}^*_\mathcal{M}$.\textsuperscript{690} Recall that here we pretend that the $(\mathcal{G}, \mathcal{M})$-duality is really some $(\mathcal{G}^*, \mathcal{M}^*)$-duality where $\mathcal{G}^*$ corresponds to $\mathcal{G}^*_\mathcal{M}$ defined on p.332 (beginning of §4.5.5) and $\mathcal{M}^*$ matches $\mathcal{G}^*$ the same way and spirit as $\mathcal{M}$ matched $\mathcal{G}$. In summary, we can say that the apparent paradox in (i) is caused by the following. It is true that $\mathcal{G} \circ \mathcal{M}(\mathcal{M})$ is almost the same as $\mathcal{M}$ (hence almost all properties of $\mathcal{M}$ should probably hold for $\mathcal{G} \circ \mathcal{M}(\mathcal{M})$), but it is exactly that remaining little difference between $\mathcal{M}$ and $\mathcal{G} \circ \mathcal{M}(\mathcal{M})$ which really matters in the Gödel incompleteness issue. Namely, $(\mathcal{G} \circ \mathcal{M})$ preserves all nice properties but it forgets the non-inertial bodies. And it are exactly these bodies which are used in the proof in [16, 17].\textsuperscript{691}

So this is why our $(\mathcal{G}, \mathcal{M})$-duality or $(\mathcal{G}^*, \mathcal{M}^*)$-duality does not preserve the Gödel incompleteness properties of the structures involved.\textsuperscript{692} One still can ask why the definitional equivalence theorem\textsuperscript{693}

\begin{equation*}
\text{Mod}(Th) \equiv \Delta \text{Ge}(Th)
\end{equation*}

does not export Gödel incompleteness properties (e.g. hereditary undecidability) from $\text{Mod}(Th)$ to $\text{Ge}(Th)$. The answer is simple: The condition of the just quoted theorem (Thm.4.3.38) on $Th$ excludes the kinds of applicability of Gödel’s incompleteness theorems even to $\text{Mod}(Th)$ which we used in e.g. [16]. Indeed, it is indicated in [16, 17] that $\text{Ax}^{-\bigcirc}, \text{Ax}(\text{ext}), \text{Ax}(\sqrt{\cdot}), \text{Ax}(\text{diswind}), \text{Ax}(\text{eqtime})$\textsuperscript{694} are all axioms working against satisfiability of the conditions of Gödel’s theorems. E.g. $\text{Ax}^{-\bigcirc}$ excludes periodic (hence non-inertial) bodies.

\textsuperscript{687}at least to some extent.

\textsuperscript{688}The purpose of assuming such a theory is to avoid being side-tracked by some, more-or-less, inessential detail.

\textsuperscript{689}We are inclined to write “for most choices”.

\textsuperscript{690}There are other “Gödel incompleteness methods” in [16], but they are less important from the physical point of view. (And even most of these are “killed” by the $\mathcal{G} \circ \mathcal{M}$-transition, with the exception of one or two.) Anyway, these alternative methods from [16] are excluded now by our choice of $Th^+$.

\textsuperscript{691}There were other incompleteness methods in [16, 17], but that is, so to speak, beside the point here, for various reasons.

\textsuperscript{692}There are also similar minor effects, e.g. $\mathcal{G} \circ \mathcal{M}$ makes $\text{Ax}(\text{ext})$ true which, by [16], eliminates further possibilities of applicability of Gödel’s theorems, but to save space we do not discuss these here.

\textsuperscript{693}Thm.4.3.38, p.261

\textsuperscript{694}The condition of Thm.4.3.38 requires all these axioms to be provable from $Th$. 

Our next sub-section (4.5.6) is related to section 4.6 which in turn, is concerned with streamlining our relativistic geometry $\mathcal{G}_m$ (among others), as was promised in the introduction.

4.5.6 Recoverability of relativistic models from reducts of geometry

Let us return to the question, formulated at the beginning of this section of whether we can reconstruct $M$ from $\mathcal{G}_m$ or from a reduct of $\mathcal{G}_m$. In the duality theory developed in § 4.5.1–4.5.4 above we saw that $M$ can be reconstructed from $\mathcal{G}_m$ (under some conditions on $M$). Below we will look at the same question somewhat differently. We will look at reduct geometries $\mathcal{G}_m^i$ and we will prove things which might be interpreted as saying that $M$ cannot be reconstructed from $\mathcal{G}_m^i$. In this form these sound like negative results. However, in the form we will state them they will sound like positive results. Roughly speaking, assume we introduced the notation $Ge^i(Th) = I\{\mathcal{G}_m^i : M \models Th\}$. Then for certain choices of $Th_1$ and $Th_2$ we will state that

\[ Ge^i(Th_1) = Ge^i(Th_2); \]

(for certain choices of $i$). This might be interpreted as a representation result stating that every geometry in $Ge^i(Th_1)$ is representable as a geometry of some $Th_2$-model (and vice-versa). Theorems of style ($\star$) above can be read off from Fig.84 (p.192).

Intuitively, from a relativity theoretic point of view these results (of form ($\star$)) can be used the following way. Consider certain kinds of thought-experiments the characteristic feature of which is that they can be formulated in the language of $\mathcal{G}_m$. Then a result of the type ($\star$) above can be interpreted by saying that the relativity theories $Th_1$ and $Th_2$ cannot be distinguished by thought-experiments of “type $\mathcal{G}_m$”. A result of this kind might be of interest e.g. when $Th_1$ is Reichenbachian version of relativity like $\text{Reich(Basax)}$ and $Th_2$ is something more “classical” like $\text{Basax}$, cf. e.g. Theorems 6.6.107–6.6.110 in AMN [18].

In AMN [18, §6.6.10] we define progressively weaker reducts $\mathcal{G}_m^0$–$\mathcal{G}_m^5$ of our relativistic geometry $\mathcal{G}_m$ (including the Goldblatt-Tarski geometry $\overline{GT}_m$ as one of the “levels”). The physical motivation for looking at such reducts is given at the beginning of §4.5.4 on p.325. The main idea is that at different times one may want to concentrate at different aspects of the world, and later one might want to compare the results and/or experiences so obtained. Concrete works on physics are listed in the preface of Schutz [231] which indeed concentrate on different aspects of the world e.g. on $\perp$, or on, $\prec$, or $g$. Some relatively significant physical conclusions (of the investigation of $\mathcal{G}_m^0$, $\ldots$, $\mathcal{G}_m^5$) are summarized on p.1147 at the end of item (2) of §6.7.1 in AMN [18]. After this, in AMN [18], we ask ourselves whether $M$ is recoverable from $\mathcal{G}_m$, and for which choices of $i$ and of $Th_1$, $Th_2$ is ($\star$) above true.

The issue presented above is elaborated in detail (in the form of theorems, definitions etc) in AMN [18, §6.6.10]. Further, the related issue of characterizing the kinds of geometries we obtain by restricting $\mathcal{G}_m$ to hyperplanes is investigated in AMN [18, §6.6.11]. For lack of space we omit these results.
4.6 Interdefinability questions;
on the choice of our geometrical vocabulary (or language $L, L^T, \ldots, g, T$)

Our $\mathfrak{G}_{2n}$ has a large number of components. As we have indicated in the introduction (§4.1), in AMN [18, §6.7] the present author explored how $\mathfrak{G}_{2n}$ can be streamlined so that it will consist only of a few components and each remaining component will either be definable in terms of these or turn out to be superfluous. Our criteria here are that (i) the theory of the streamlined geometry be simple and perspicuous and (ii) the streamlined geometry be a familiar mathematical structure. In other words: In [18, §6.7] we investigate how the various ingredients (i.e. non-logical symbols) of our geometries in $\mathfrak{G}(Th)$ are definable from each other. Among other things, this amounts to asking ourselves whether one or another ingredient is superfluous (in presence of the others). Below we present a sample of these results of the present author.

Convention. For brevity, we will refer to AMN [18, §6.7] simply as §6.7. This will cause no misunderstanding since the present work has no §6.7.

In §6.7 we concentrate on two basic versions of geometry associated with $\mathfrak{M}$, these are $\mathfrak{G}_{2n}$ and $\mathfrak{G}^0_{2n} = \text{"the } g, T\text{-free reduct of } \mathfrak{G}_{2n}\text{"}$ defined in Def.4.5.53 (p.326). The reason why $\mathfrak{G}^0_{2n}$ can compete with $\mathfrak{G}_{2n}$ as the right geometry associated with $\mathfrak{M}$ is that (i) in $\mathfrak{G}^0_{2n}$ we can define a topology $\mathcal{T}'$ or $\mathcal{T}''$ as shown in Def.4.2.30 and on pp.175-179. By Thm.4.2.37, $\mathcal{T}$ and $\mathcal{T}', \mathcal{T}''$ coincide under some reasonable assumptions, hence we do not lose much by omitting $\mathcal{T}$ from $\mathfrak{G}^0_{2n}$. Further, by Prop.4.2.35, $\mathcal{T}$ is as nice as we can wish, under very mild assumptions, hence we lose practically nothing by omitting $\mathcal{T}$ from $\mathfrak{G}^0_{2n}$. The justification for omitting $g$ from $\mathfrak{G}^0_{2n}$ is slightly weaker, it goes by saying that we can use $eq$ in place of $g$ for measuring relativistic distances between events. We prove in §6.7 that what we lose by forgetting $g$ is information about what the units of measurement were in $\mathfrak{M}$. We prove there that this information is really lost, e.g. $\mathfrak{G}_{2n}$ is not definable from $\mathfrak{G}^0_{2n}$ even if we assume our strongest conditions (like BaCo etc) on $\mathfrak{M}$.

Among other things, we prove in §6.7 that, for all $n$, there is $\mathfrak{M} \models \text{Flxbasax + Ax(diswind)}$ such that $Bw$ is not definable from the $\langle Mn; Col, \bot, eq \rangle$ reduct of $\mathfrak{G}_{2n}$. Moreover, $Bw$ is not definable from the $Bw$-free reduct of $\mathfrak{G}_{2n}$. As a contrast, $Bw$ is first-order definable from $\langle Mn; Col \rangle$ under assuming $\mathfrak{M} \models \text{Newbasax + Ax(diswind)}$ and $n > 2$. Actually, $Bw$ is definable from $\langle Mn; Col \rangle$ iff $\leq$ is definable in $F^{2n}$, under some extremely mild conditions on $\mathfrak{M}$. These results are among Thm.s 6.7.4, 6.7.8, 6.7.10, 6.7.13.

Then, beginning with §6.7.2 we prove that $\mathfrak{G}^0_{2n}$ is definitionally equivalent to some of its very “slim” and streamlined reducts, under some conditions. One of these is the famous “causality” reduct $\langle Mn; \prec \rangle$, cf. e.g. Thm.6.7.20 therein. Further such reducts are $\langle Mn; Col^{Fh} \rangle$ and $\langle Mn; Col^{T} \rangle$, under extremely mild assumptions (here we consider the $\prec$-free reduct of $\mathfrak{G}^0_{2n}$). Cf. Thm.s 6.7.30-6.7.32. The above is only a small sample from the “streamlineability” results on $\mathfrak{G}^0_{2n}$ in §6.7. There we prove analogous results for $\mathfrak{G}_{2n}$ too, where $\langle Mn, F_1, g \rangle$ is one of the various reducts of $\mathfrak{G}_{2n}$ from which $\mathfrak{G}_{2n}$ is recoverable (definable), cf. e.g. AMN [18, Thm.6.7.39 (p.1167)].

---

These two criteria were kept in mind by Tarski and his followers while building up algebraic logic. Cf. §A.3.

$\text{Bax}^+ + \text{Ax}(\sqrt{\ })$

$\text{Bax}^\oplus + \text{some of our auxiliary axioms like Ax}(\sqrt{\ })$. 

---
On circles or spheres (and drawing them)

We note that having \( eq \) around is nice because it enables us to speak about circles or spheres.\(^698\) We note that for \( n > 2 \) in \( \text{Basax} + \text{Ax}(\text{Triv})^- \) in terms of \( eq \) a sphere looks like as in Figure 123 when intersected with \( \text{Plane}(\vec{r}, \vec{x}) \). So far we talked about circles based on \( eq \). Let us call them \( eq \)-circles. Similarly we can consider circles based on \( g \). Let us call these second kind of circles \( g \)-circles.\(^700\) We use the expression “circles” in 2-dimensional models and “spheres” in \( n > 2 \) dimensional ones. We note that the set of neighborhoods \( T_0 \) :\(^{\text{def}}\) \( \{ S(\varepsilon, \varepsilon) : \varepsilon \in Mn, \varepsilon \in + F \} \) defined on p.146 coincides with the set of \( g \)-circles (in any \( \mathcal{G} \in \text{Ge}() \)).

(i) A \( g \)-circle in \( \text{Basax}(2) + \text{Ax}(\omega) \) looks like as in Figure 123 (where the lines of our sheet of paper represent the lines in \( \mathcal{G}_{\text{eq}} \)).

![Figure 123: A \( g \)-circle in \( \text{Basax}(2) + \text{Ax}(\omega) \). An \( eq \)-circle in \( \text{Basax} \) may look like this. Cf. also Fig.29 on p.51.](image)

(ii) However, a \( g \)-circle in \( \text{Basax}(2) \) may look like as any one of those in Figure 124.

(iii) A \( g \)-circle in \( \text{Bax}(2) \) may even look like as in Figure 125.

(iv) If \( n > 2 \), a \( g \)-sphere as well as an \( eq \)-sphere in \( \text{Bax}^{eq} + \text{Ax}(\text{eqspace}) + \text{Ax}(\text{eqtime}) + \text{Ax}(\text{Triv})^- \) may look like as in Figure 126. We note that the hyperboloid part is necessary, and the horizontal part is an (almost) arbitrary surface. Under these axioms the sides of the sphere always form a hyperboloid, while the top may be an arbitrarily complicated surface. The bottom surface is the reflection of the top one w.r.t. the origin. This \( g \)-sphere is typical of \( \text{Bax}^{eq} + \text{“auxiliaries”} \). If we throw \( \text{Ax}(\text{eqtime}) \) away then

\(^{698}\) We just stated that \( \mathcal{G}_{\text{eq}} \) is recoverable from \( g \), under some assumptions on \( \mathcal{M} \). Hence if we learn intuitive ways of drawing \( g \), then we also learn how to draw \( \mathcal{G}_{\text{eq}} \) hence by the earlier duality theory, to draw \( \mathcal{M} \) itself.

\(^{700}\) For completeness we note that circles were already touched upon in Chapter 2 (cf. p.52).

By a \( g \)-sphere we understand a maximal set of such points of \( Mn \) whose \( g \)-distance is the same (constant) from a given point. Similarly for \( g \)-circles and for \( eq \) in place of \( g \).
the top and bottom surfaces of the $g$-sphere may be replaced by clouds of points. If we throw $\text{Ax}(\text{Triv}_t)^-\hspace{1pt}$ away then the sides of the $g$-sphere may become “gapy”.

A possible way of visualizing a relativistic geometry say $\mathfrak{G}_m$ (or equivalently the model $\mathcal{M}$) is to draw a $g$-sphere or $g$-circle as in Figures 123–126. More precisely if we do not assume any “symmetry” property on $\mathcal{M}$ then this picture will represent the model or geometry from the point of view of a certain observer. However assuming the axioms listed in item (iv) together with $\text{Ax}(\uparrow\uparrow)$ ensure that such a drawing contains information about the world-views of all other observers too, hence about the whole model $\mathcal{M}$ (or geometry), assuming $\text{Ax}\heartsuit$ and $\text{Ax}(\text{ext})$ of course. Cf. Figure 29 on p.51 for more information in this direction.

Finally, we turn to connections with works of Busemann, e.g. Busemann [55], where Busemann shows how to modify (actually, localize) structures like our $\mathfrak{G}_m$ to obtain models for general relativity. So, in a sense, what comes below shows explicit connections with the structures $\mathfrak{G}_m$ studied in the present section and general relativity. At the same time, what comes below is an example of the streamlinings\footnote{“streamlining” means finding a streamlined reduct of $\mathfrak{G}_m$ definitionally equivalent to the original $\mathfrak{G}_m$.} of $\mathfrak{G}_m$ we elaborated in §6.7.
Figure 126: A \( g \)-sphere or an eq-sphere in \( \text{Bax}^\oplus(3) + \text{Ax(eqspace)} + \text{Ax(eqtime)} + \text{Ax(Tri}^t) \downarrow \).
4.6.1 The streamlined, partial metric \( g^\prec \)

Recall that the Reichenbachian relativistic geometry\(^{702}\) \( \mathfrak{G}_{\mathfrak{M}}^R = \langle M_n, \ldots, g^R, \mathcal{T}^R \rangle \) associated with \( \mathfrak{M} \) is defined in item (VI) of Def.4.2.3 on p.147 and is motivated by §4.5 of AMN [18]. \( \mathfrak{G}_{\mathfrak{M}}^R (Th) \) is the class of Reichenbachian relativistic geometries associated with \( Th \), i.e.

\[
\mathfrak{G}_{\mathfrak{M}}^R (Th) : \overset{\text{def}}{=} \{ \mathfrak{G}_{\mathfrak{M}}^R : \mathfrak{M} \in \text{Mod}(Th) \}.^{703}
\]

Definition 4.6.1 Assume \( \mathfrak{G} \) is a relativistic (or a Reichenbachian relativistic) geometry.

(i) The reflexive hull \( \preceq := \prec \cup \text{Id} \) of \( \prec \) is defined as follows:

\[
a \preceq b \quad \overset{\text{def}}{=} \quad [ a \prec b \text{ or } a = b ], \quad a, b \in M_n.
\]

(ii) The time-like-metric\(^{704}\) \( g^\prec \) is defined to be \( g \upharpoonright (\preceq) \), i.e.

\[
g^\prec \overset{\text{def}}{=} \{ (a, b, \lambda) \in M_n \times M_n \times F : a \preceq b \text{ and } g(a, b) = \lambda \}.^{705}
\]

(iii) \( \langle M_n, F_1 ; g^\prec \rangle \) is called the time-like-metric reduct of \( \mathfrak{G} \). For “time-like-metric reduct” we will also use the expressions “time-like-metric geometry”, “time-like-metric structure”, and “time-like-metric relativistic geometry”.

\(<\)

We will see that under some assumptions on \( \mathfrak{M} \), \( g^\prec \) satisfies certain very nice and familiar looking axioms, e.g. is more “streamlined” than \( g \) is, from the mathematical point of view, cf. p.347. Therefore we will often refer to \( \langle M_n, F_1 ; g^\prec \rangle \) as the streamlined partial metric reduct of \( \mathfrak{G}_{\mathfrak{M}} \). Beginning with p.347 we will see that in many regards \( \langle M_n, F_1 ; g^\prec \rangle \) is the most streamlined reduct of \( \mathfrak{G}_{\mathfrak{M}} \) and at the same time it seems to be rather suitable (to serve as a stepping-stone) for generalizations in the direction of general relativity.

The next theorem says that the Reichenbachian geometry \( \mathfrak{G}_{\mathfrak{M}}^R \) is definable from its streamlined, time-like-metric reduct \( \langle M_n, F_1 ; g^\prec \rangle \), under mild assumptions on \( \mathfrak{M} \). The second theorem (Thm.4.6.3) says the same for the full geometry \( \mathfrak{G}_{\mathfrak{M}} \), under some stronger conditions on \( \mathfrak{M} \).

THEOREM 4.6.2

(i) \( \mathfrak{G}_{\mathfrak{M}}^R (Th) \) is definable from its streamlined, simple reduct \( \langle M_n, F_1 ; g^\prec \rangle \) more precisely from its reduct of language \( \langle M_n, F_1 ; g^\prec \rangle \), assuming \( n > 2 \) and \( Th \models \text{BAx}^{\overline{\omega}} + \text{Ax}(\text{TwP}) + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}) \).

\(^{702}\)Reichenbachian relativistic geometry is a short name for Reichenbachian version of the observer-independent geometry \( \mathfrak{G}_{\mathfrak{M}} \).

\(^{703}\)We note that \( \mathfrak{G}_{\mathfrak{M}}^R (Th) \) coincides with \( \mathfrak{G}_{\mathfrak{M}}^5 (Th) \), where \( \mathfrak{G}_{\mathfrak{M}}^5 (Th) \) was defined in AMN [18, p.1125].

\(^{704}\)“Time-like-metric” is the same as “streamlined partial metric”.

\(^{705}\)I.e. \( g^\prec (a, b) = g(a, b) \) if \( a \preceq b \) else is undefined.
(ii) Statement (i) above remains true if the assumption $\text{Ax}(\text{TwP})$ is replaced by any one of $\text{R}(\text{Ax syt}_0) + \text{Ax}(\text{Triv}), \text{Bax} + \text{Ax}(\text{syt}_0)$.

(iii) Statements (ii) and (iii) above remain true if we omit the assumption $n > 2$ and assume instead $\text{Ax}(\uparrow \uparrow 0)$ as a substitute.

**Idea of proof:**

*Case of (i)*: Assume the assumptions. Then $Th \models \text{Ax(eqtime)}$ by Prop.6.8.25 on p.1201 in AMN [18] and there are no FTL observers by Thm.3.2.13 on p.118. By these (and by the assumptions, of course), one can check that the following definitions work.

$$Col^T(a,b,c) \overset{\text{def}}{\iff} \left( g^+(a,b) = g^+(a,c) + g^+(c,b) \lor \right.$$

$$g^+(a,c) = g^+(a,b) + g^+(b,c) \lor \left. \right.$$

$$g^+(b,c) = g^+(b,a) + g^+(a,c) \right)$$

where

$$g^+(a,b) = \lambda \overset{\text{def}}{\iff} \left( \exists c \in Mn \right) Col^T(a,b,c).$$

*Bw* is definable from $Col^T$ by the proof of AMN [18, Thm.6.7.1 (p.1137)] and Fig.344 on p.1161.

$$a \equiv^T b \overset{\text{def}}{\iff} (\exists c \in Mn) Col^T(a,b,c).$$

$$a \equiv^{Ph} b \overset{\text{def}}{\iff} a = b \lor \left( a \neq^T b \land (\exists c \in Mn)[c \neq b \land c \sim b \land \left( \forall d \in Mn \right) \left( Bw(b,d,c) \implies a \equiv^T d \right) \right).$$

$$Col^{Ph}(a,b,c) \overset{\text{def}}{\iff} a \equiv^{Ph} b \equiv^{Ph} c \equiv^{Ph} a.$$ 

$$a < b \overset{\text{def}}{\iff} a \neq b \land (\exists \lambda \in F) g^\prec(a,b,\lambda).$$

$$g^R(a,b,\lambda) \overset{\text{def}}{\iff} g^\prec(a,b,\lambda) \lor g^\prec(b,a,\lambda) \lor (a \equiv^{Ph} b \land \lambda = 0).$$

$T^R$ is defined by $g^R$.

*Case of (ii):* Item (ii) follows by item (i), and by AMN [18, Thm.4.7.15 (p.622), Thm.4.2.9 (p.461)].

*Case of (iii):* Item (iii) follows by the proof of item (i) and Prop.4.2.31 on p.177.

---

**THEOREM 4.6.3 Ge(Th) is definable from $\langle Mn, F_1; g^\prec \rangle$ i.e. from its reduct of language $\langle Mn, F_1; g^\prec \rangle$, assuming $n > 2$ and $Th \models \text{Newbasax} + \text{Ax}(\omega)^{it} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{diswind}).$**

**Idea of proof:** Assume the assumptions. By Thm.4.2.46 (p.191) and by Examples 4.2.54 (p.201), the $\prec$-free reducts of members of $\text{Ge}(Th)$ are disjoint unions of $\prec$-free reducts of Minkowskian geometries. Using this fact together with Thm.4.6.2 and the theorems in §6.7.2 one can complete the proof.

---

**Axiomatics of $g^\prec$**

Under some mild assumptions on $\mathfrak{M}$,\(^{707}\) the following simple axioms $G_1$–$G_4$ hold in the time-like-metric reduct $\langle Mn, F_1; g \rangle$ of $\mathcal{E}_m$.

---

\(^{706}\)To avoid misunderstandings we note that this is $Bw$ for all lines and not only for e.g. $L^T$ or $L^T \cup L^{Ph}$.

\(^{707}\)e.g. $\text{Bax}^{-}, \text{Ax}(\text{TwP}), \text{Ax}(\sqrt{\cdot}), \text{Ax}(\uparrow \uparrow 0)$ are sufficient.
4.6 INTERDEFINABILITY

G₁ The domain \( \preceq := \text{Dom}(g^\preceq) \) is a reflexive partial ordering.

G₂ \( g^\preceq(x, y) \geq 0 \) if it is defined.

G₃ \( g^\preceq(x, y) = 0 \iff x = y. \)

G₄ \( g^\preceq(x, y) + g^\preceq(y, z) \leq g^\preceq(x, z) \) if \( x \preceq y \preceq z. \)

We define the axiom system \( \text{busg} \) as follows.

\[ \text{busg} := \text{def } G₁ + G₂ + G₃ + G₄. \]

It is interesting to compare \( \text{busg} \) with the usual\(^{708}\) axiomatizations of metric spaces (we feel that \( \text{busg} \) is closer to the usual axiomatizations of metrics\(^{709}\) than e.g. the axioms which could describe \( g \)).

The above axiomatization \( \text{busg} \) is not unrelated to the one given in Busemann [55, p.7]. Unlike Busemann, however, we regard the topology on \( \langle Mn, F₁; g^\preceq \rangle \) to be defined from the partial metric \( g^\preceq \) (or from \( \preceq \)) in the style of either Def.4.2.30(ii) (p.175) or of Def.4.2.3(VI) (p.148), i.e. in the style of our defining the Reichenbachian topology \( T^R \) from the Reichenbachian partial metric \( g^R. \)

I.e. for \( e \in Mn \) and \( \varepsilon \in +F \) we let

\[ S^\preceq(e, \varepsilon) := \{ e₁ \in Mn : 0 < g^\preceq(e, e₁) < \varepsilon \}. \]

Now, our topology \( T^\preceq \) is the one generated by the subbase

\[ \{ S^\preceq(e, \varepsilon) : e \in Mn, \varepsilon \in +F \}. \]

When the topology \( T^\preceq \) is present, we add to \( \text{busg} \) the extra axiom

\[ \langle Mn, T^\preceq \rangle \text{ is a Hausdorff (i.e. } T₂ \text{) space}^{711} \text{ and } g^\preceq : Mn \times Mn \to F₀ \text{ is continuous.} \]

It is shown in Busemann [55] that the topological structure

\[ \langle Mn, F₁; g^\preceq, T^\preceq \rangle \]

has many desirable properties from the point of view of mathematical elegance, and at the same time admits a relatively natural generalization in the direction of general relativity theory (cf. e.g. Busemann [55, p.7, axioms \( T_1-T₄ \)]).

The generalization in the “local” direction of \( \text{busg} \) tailored for general relativity theory states only that first we are given a Hausdorff topology \( T^\preceq \) and then for any point \( e \in Mn \) there is a neighborhood \( U_e \) of \( e \) such that a partial ordering \( \preceq_e \) and a partial function \( g^\preceq_e \) are defined on \( U_e \). Then the axioms of \( \text{busg} \) are stated only for the little structures \( \langle U_e, F₁; \preceq_e, g^\preceq_e \rangle, e \in Mn. \)

In addition to these axioms one has to add some consistency axioms for the case of general relativity.
when \( U_e \) and \( U_e' \) overlap. These consistency axioms are rather simple and natural, we do not recall them, they can be found in Busemann [55, p.7] axiom \( T_4 \). The so obtained local version of \textbf{busg} is completely consistent with (and is applicable to) general relativity theory, cf. Busemann [55] for more information on this. Summing it up, the general relativistic versions of the time-like-metric structures \( \langle M_n, F_1; \ g^\prec, \ T^\prec \rangle \) look like \( \langle M_n, F_1; \ T^\prec, \ \leq e, g^\prec_e \rangle_{e \in M_n} \) (cf. the definition of \( nF_1 \) on p.16 for the \( \langle \ldots, g^\prec_e \rangle_{e \in M_n} \) notation). Further, the class of these structures is axiomatized by the list of axioms just quoted from Busemann [55, p.7] (ending with \( T_1 \)).

In connection with the general relativistic (i.e. localised) structures \( \langle M_n, F_1; \ T^\prec, \leq e, g^\prec_e \rangle_{e \in M_n} \) we note that although we included the topology \( T^\prec \) into the structure, it is definable from the rest \( \text{GG} := \langle M_n, F_1; \ \leq e, g^\prec_e \rangle_{e \in M_n} \). Therefore one can define \( \text{GG} \) without \( T^\prec \) and then later one can define \( T^\prec \) from \( \text{GG} \). Namely, assume \( e \in M_n \) and \( \varepsilon \in {}^+F \). Then

\[
S^\prec(e, \varepsilon) \overset{\text{def}}{=} \{ e_1 \in M_n : 0 < g^\prec_e (e_1) < \varepsilon \}
\]

is an open set, and it is an element of the subbase of \( T^\prec \) we want to define. Now, we postulate that

\[
\{ S^\prec(e, \varepsilon) : e \in M_n, \ \varepsilon \in {}^+F \}
\]

is a subbase of our topology \( T^\prec \). We note this only as a possibility; we do not explore the general relativistic time-like-metric structures \( \text{GG} \), in this section any further.

**Remark 4.6.4** In the language of time-like-metric structures \( \langle M_n, F_1; \ g^\prec \rangle \) we could define a kind of collinearity relation \( \text{coll}^\prec \) the following way and could enrich the axiom-system \textbf{busg} by adding natural conditions on this collinearity: First we define

\[
\text{Bw}^\prec(a, b, c) \overset{\text{def}}{\iff} g^\prec(a, c) = g^\prec(a, b) + g^\prec(b, c).
\]

Then we define \( \text{coll}^\prec \) from \( \text{Bw}^\prec \) basically the same way as \( \text{coll} \) was defined from \( \text{Bw} \) on p.159.

\(<\)

It would be interesting to know how many further axioms we need to add to \textbf{busg} in order to ensure that the partial metric structure \( \langle M_n, F_0; \ g^\prec \rangle \) comes from a model of one of our relativity theories \textbf{Mod} \((\text{Th})\). Looking into this might be a nice future research task.
4.7 Geodesics

In the present section (taken together with its counterpart, §6.8, in AMN [18]) we discuss geodesics which, among other things, will help us to understand the connections between \( g \) and \( L \). In later work, in moving in the direction of general relativity, geodesics will play an important role (they do so already in the case of accelerated observers even in “flat” space-time).\(^{713}\) In moving towards general relativity geodesics will replace \( L \) as possible life-lines of inertial bodies. (They will play other important roles, e.g. they can be used for recognizing curvature of space-time). At the same time, studying geodesics may be considered as a continuation of §4.6 discussing recoverability of various parts (or reducts) of our relativistic geometries from each other. Geodesics can be regarded as an attempt to recover the lines of our geometry, basically, from \( g \) in a style different from the Alexandrov-Zeeman style proofs in AMN [18, §6.7.2].\(^{714}\) For completeness we note that by Corollary 6.7.15 in AMN [18, p.1145], the present author proved that \( L \) and \( \perp \) are first-order logic definable from \( \equiv \) as well as from \( g \) under some reasonable assumptions on \( M \) (e.g. \( \text{Basax} + \text{Ax} (\text{Triv}) + \text{Ax} (\sqrt{\cdot}) + \text{Ax} (\text{eqtime}) \) is sufficient for this).

Though we will not prove this, by using geodesics one can recover from \( g, \equiv^T, \equiv^\text{ph}, \equiv^S \) the potential life-lines of inertial bodies even when the axiom \( \text{Det} \)\(^{715}\) is not assumed (but certain conditions are still needed, of course). Roughly speaking, in generalizations of our geometries in the direction of general relativity (cf. e.g. the geometries \( \text{GG} \) on p.349 in §4.6.1), geodesics will remain suitable for representing life-lines of inertial bodies. Further, time-like geodesics will be the possible life-lines of inertial observers, photon-like geodesics will be the life-lines of photons, while space-like geodesics can be regarded as potential life-lines of hypothetical FTL particles called tachyons in the literature (assuming such things exist); all this is understood under sufficient conditions. Already in the world-view of an accelerated observer, say \( m \), it will be convenient to say that for \( m \) the life-lines of inertial bodies are geodesics \[ \text{[determined by} \ g, F_0, \equiv^T, \equiv^\text{ph} \text{]} \] because in the world-view \( w_m : nF \rightarrow Mn \) of \( m \) the Euclidean lines of \( nF \) do not necessarily correspond to inertial bodies (if \( m \) is really accelerated).\(^{716}\)

To make a long story short, the present section on geodesics intends to prepare the road

\(^{713}\)Cf. e.g. [24], [19],[26]. For completeness we note that sometimes geodesics are used in special relativity, too, cf. e.g. Friedman [91, pp.125-126, 128ff].

\(^{714}\)To be able to use \( g \), we will need its codomain \( F_0 \), too. To make our life easier, we will also use \( \equiv^T, \equiv^\text{ph} \), \( \equiv^S \), but with sufficient (coding) effort these data could be recovered from \( g \), where \( g \) is understood together with its domain \( M_n \) and codomain \( F_0 \). We will not discuss here how, under sufficient conditions \( \equiv^T, \equiv^\text{ph} \) are recoverable from \( (M_n, F_0; g) \). Cf. Remark 4.2.41 on p.183. Cf. also the first 15 lines of (III) on p.1166 of AMN [18]. On p.1150 of AMN [18] we used \( F_1 \) as the codomain of \( g \). The reason for the difference is that here we think of \( g \) slightly differently than we did there. So this is not an inconsistency, but simply a change in perspective. The choice of perspective depends on for what purposes we want to use \( g \). (Once we identify it with \( (M_n, F_0; g) \) and once with \( (M_n, F_1; g) \).) For completeness we note that \( \equiv^T, \equiv^\text{ph}, \equiv^S \) are definable from \( g \) (more precisely, from \( (M_n, F_0; g) \) if \( n > 2 \) and some conditions hold, cf. items 6.7.38-6.7.39 (p.1167) in AMN [18].

\(^{715}\)and \( F_0, \ M_n \) of course

\(^{716}\)Cf. §4.4, p.275 for \( \text{Det} \) (\( \text{Det} \) says that “points determine lines”).

\(^{717}\)Cf. e.g. [26] and the relevant parts of this work.

\(^{718}\)A more important point will be that in general relativity the life-lines of inertial bodies do not satisfy the axiom \( \text{Det} \), i.e. different geodesics can meet in several points. This is true in the approximation of general relativity built on “special relativity” + “accelerated observers” + “Newtonian approximations” in Rindler [222, §7.7, e.g. item (7.28) on p.124].
for generalizations (in the direction of general relativity). For further motivation we refer to Figure 134 (p.365), Figure 83 (p.187) and Figure 99 (p.277).

**Remark 4.7.1** We note that we could have based our theory of geodesics entirely on the streamlined, time-like metric reduct \( \langle M_n, F_1; g^\leq \rangle \) of \( \mathfrak{S}_n \). This would have advantages (i) from the point of view of aesthetics and (ii) from the point of view of generalizability towards general relativity (as the latter is illustrated in Busemann [55]). To save space we use below a “bigger” reduct. We leave it as a future research task to elaborate a version of the present section (§4.7 “Geodesics”) based entirely on the streamlined, time-like metric reduct \( \langle M_n, F_1; g^\leq \rangle \).

We base our definition of geodesics in \( \mathfrak{S}_n \) (Def.4.7.2) below on the definition of geodesics in e.g. Busemann [54], [55], cf. also Busemann-Beem [56]. Part of the relevant mathematical literature uses the same kind of definition while another part uses a definition (of geodesics) which goes e.g. via using derivatives\(^\text{719}\). (Within this, they distinguish “affine geodesics” and “metric geodesics” which distinction is nicely illuminated e.g. in Friedman [91, pp.349,357].)\(^\text{720}\) Busemann’s version is simpler (as far as we have a metric around). One might think that a large part of the literature uses the derivatives oriented version because that is needed for general relativity. However, this is not the case since Busemann [55] shows that general relativity can be based on his simple definitions.\(^\text{721}\) So, here we stick with Busemann’s simple definition (especially because in the introduction to AMN [18] we adopted a policy to keep things as simple as possible, postponing the introduction of more complicated ideas to the point where they become useful/needed). A further motivation for adopting Busemann’s definition of geodesics is that Busemann [54] is an ambitious mathematics (modern geometry) book whose main subject matter is the study of geodesics.

The definition of geodesics (Def.4.7.2) below is not intended to be a first-order logic definition over (a reduct of) the structure \( \mathfrak{S} \). This causes no harm to our first-order logic oriented philosophy (for building up physical theories). We will return to discussing this briefly in Remark 4.7.3 below the definition.

**Definition 4.7.2 (Geodesics)** Assume \( \mathfrak{S} \) is a relativistic geometry.

1. Throughout \( F_0 = \langle F; 0, +, \leq \rangle \) is the ordered group reduct of the sort \( F_1 \) of \( \mathfrak{S} \).

2. The **pseudo-metric reduct** \( M \) of \( \mathfrak{S} \) is defined as follows.

\[
M := \langle M_n, F_0; \, g, =^T, =^P, =^S \rangle.
\]

In the definition of geodesics of the geometry \( \mathfrak{S} \) we will use only its pseudo-metric reduct. If we wanted to concentrate on the time-like geodesics, then it would be sufficient to use the streamlined, time-like-metric reduct \( \langle M_n, F_1; g^\leq \rangle \) discussed in §4.6.1 (p.346).

\(^{719}\)Cf. e.g. d’Inverno [73, pp.75, 83, 99] or Misner-Thorne-Wheeler [192], or Hawking-Ellis [116], or Hicks [124, pp.19,27].

\(^{720}\)In Friedman [91, p.357] it is explained that the above “metric-affine” distinction behaves differently in non-relativistic geometries and in relativistic ones (this might perhaps be related to our Corollary 4.7.13).

\(^{721}\)It seems a more likely explanation that the derivatives-oriented version is suitable for discussing the metric geodesic affine geodesic distinction and that it can be used on a level of abstraction where we throw \( g \) and \( eq \) away (i.e. we don’t have a metric) e.g. in differential topological approaches to relativity.
3. Let $\ell \subseteq M_n$. Then $\ell$ is called a **photon-like geodesic** iff

$$(\forall a, b \in \ell) \ a \equiv^p b.$$ 

Any photon-like geodesic is also called a **photon-like quasi geodesic**, and a **photon-like Archimedean geodesic**.

4. By an interval of $F_0$ we mean an open interval

$$(x, y) := \{ z \in F : x < z < y \},$$

where $x, y \in F \cup \{-\infty, \infty\}$, and $x < y$.\(^{722}\)

5. Let $\ell \subseteq M_n$. By a parameterization of $\ell$ we understand a function $h$ mapping an interval of $F_0$ onto $\ell$, such that $h$ is locally distance preserving, i.e. for any $z \in \text{Dom}(h)$ there is $\varepsilon \in +F$ such that, letting $D := (z - \varepsilon, z + \varepsilon)$, (*) below holds.\(^{723}\)

$$(*) \quad h \upharpoonright D \text{ is distance preserving, i.e.} \quad (\forall x, y \in D) \ g(h(x), h(y)) = |x - y|.$$ 

If $\ell$ admits such a parametrization, then we call it a **parametrizable curve**.

6. Let $\ell \subseteq M_n$. $\ell$ is called a **time-like quasi geodesic** iff there is a parameterization $h$ of $\ell$ such that for every $z \in \text{Dom}(h)$ there is $\varepsilon \in +F$ such that, for $D := (z - \varepsilon, z + \varepsilon)$, (***) below holds.

$$(**) \quad (\forall x, y \in D) \ h(x) \equiv^T h(y).$$

7. A time-like quasi geodesic $\ell$ is called a **short time-like geodesic** iff there is a parameterization $h$ of $\ell$ such that, for $D := \text{Dom}(h)$, (*) and (**) above hold.

8. Let $\ell, h$ be as in item 5 above. Intuitively, $\ell$ is a **space-like quasi geodesic** if it is a union of “intervals” $h[D]$ each one of which consists of events $1/2$- simultaneous for some observer, cf. Figure 127. Formally:

$\ell$ is called a **space-like quasi geodesic** iff there is a parameterization $h$ of $\ell$ such that for any $z \in \text{Dom}(h)$ there is $\varepsilon \in +F$ such that, for $D := (z - \varepsilon, z + \varepsilon)$, (***) below holds. Intuitively, the second part of (***) says that there is an observer who thinks that all the events in $h[D]$ are $1/2$-simultaneous, cf. Figure 127.

$$\forall x, y \in D \ h(x) \equiv^S h(y) \text{ and there are a short time-like geodesic } \ell' \text{ and } a \in \ell' \text{ such that } \forall x \in D (\exists c, d \in \ell') [c \neq d \land g(a, c) = g(a, d) \land c \equiv^p h(x) \equiv^p d].$$\(^{724}\)

---

\(^{722}\) In this section $-\infty \neq -\infty$ deviating from our convention on p.534 of AMN [18]. As usual, $-\infty < x < \infty$, for any $x \in F$.

\(^{723}\) Note that such a parameterization $h : \text{interval of } F_0 \rightarrow \ell$ is always continuous w.r.t. the natural topology on $F_0$ and the topology induced by $g$ on $\ell$. I.e. condition (*) (postulated for every $D$ as above) implies this kind of continuity. This continuity is slightly weaker than continuity w.r.t. the topology $T$ of $\Theta$; the latter amounts to viewing $h$ as $h : \text{interval of } F_0 \rightarrow M_n$.

\(^{724}\) We note for “general relativists” that if we make the above condition local by requiring $\ell' \cap D \neq \emptyset$ then the condition will get only stronger which means that our theorems will get weaker, i.e. omitting this locality condition makes our theorems stronger.
9. Let \( \ell \subseteq M_n \). \( \ell \) is called a \textit{quasi geodesic} iff it is a time-like or a photon-like or a space-like quasi geodesic.

10. A quasi geodesic \( \ell \) is called a \textit{time-like geodesic} iff there is a parameterization \( h \) of \( \ell \) such that for every \( x, y \in \text{Dom}(h) \) with \( x < y \) there is \( \varepsilon \in +F \) such that for any \( z \in (x, y) \), letting \( D := (z - \varepsilon, z + \varepsilon) \), (*) and (**) above hold.

11. A quasi geodesic \( \ell \) is called a \textit{space-like geodesic} iff there is a parameterization \( h \) of \( \ell \) such that for every \( x, y \in \text{Dom}(h) \) with \( x < y \) there is \( \varepsilon \in +F \) such that for any \( z \in (x, y) \), letting \( D := (z - \varepsilon, z + \varepsilon) \), (*) and (**) above hold.

12. A quasi geodesic \( \ell \) is called a \textit{geodesic} iff it is a time-like or a photon-like or a space-like geodesic.

13. A geodesic \( \ell \) is called a \textit{time-like Archimedean geodesic} iff there is a parameterization \( h \) of \( \ell \) such that for every \( x, y \in \text{Dom}(h) \) with \( x < y \) there is \( k \in \omega \) and intervals \( I_0, \ldots, I_k \) of \( F_0 \) such that

\[
(x, y) \subseteq I_0 \cup \ldots \cup I_k \quad \land \quad (\forall i \in k) I_i \cap I_{i+1} \neq \emptyset \quad \land \quad (\forall i \in (k+1)) [(*) \text{ and (**)} \text{ above hold for } D := I_i].
\]

14. A geodesic \( \ell \) is called a \textit{space-like Archimedean geodesic} iff there is a parameterization \( h \) of \( \ell \) such that for every \( x, y \in \text{Dom}(h) \) with \( x < y \) there is \( k \in \omega \) and intervals \( I_0, \ldots, I_k \) of \( F_0 \) such that

\[
(x, y) \subseteq I_0 \cup \ldots \cup I_k \quad \land \quad (\forall i \in k) I_i \cap I_{i+1} \neq \emptyset \quad \land \quad (\forall i \in (k+1)) [(*) \text{ and (**)} \text{ above hold for } D := I_i].
\]

15. A geodesic \( \ell \) is called an \textit{Archimedean geodesic} iff it is a time-like or a photon-like or a space-like Archimedean geodesic.

16. A space-like geodesic \( \ell \) is called a \textit{short space-like geodesic} iff there is a parameterization \( h \) of \( \ell \) such that, for \( D := \text{Dom}(h) \), (*) and (**) above hold.

17. A geodesic \( \ell \) is called a \textit{short geodesic} iff it is a photon-like geodesic or it is a time-like short geodesic or it is a space-like short geodesic.

18. A geodesic \( \ell \) is called a \textit{strong geodesic} iff it is either photon-like or there is a parameterization \( h \) of \( \ell \) which is continuous w.r.t. the natural topology on \( F_0 \) and the relativistic
19. A geodesic $\ell$ is called a maximal geodesic iff
\[ (\forall \text{ geodesic } \ell') [\ell' \supseteq \ell \implies \ell' = \ell], \]
The definition of “maximality” remains completely analogous for special kinds of geodesics in place of just geodesics. (E.g., a maximal strong space-like quasi geodesic is a strong space-like quasi geodesic which is maximal among the strong space-like quasi geodesics.)

20. Let $e \in M_n$ and $\varepsilon \in +F$. Let us recall that the $\varepsilon$-neighborhood of $e$ is defined as
\[ S(e, \varepsilon) := \{ e_1 \in M_n : g(e, e_1) < \varepsilon \}. \]

21. Let $\ell \subseteq M_n$. Then $\ell$ is called a weak geodesic iff
\[ (\forall e \in \ell) (\exists \varepsilon \in +F) [g \upharpoonright (\ell \cap S(e, \varepsilon)) \text{ is additive}], \]
where additive means that, letting $D := \ell \cap S(e, \varepsilon)$,
\[ (\forall a, b \in D) (g(a, b) \text{ is defined}) \land \\
(\forall a, b, c \in D) [g(a, b), g(b, c) \leq g(a, c) \implies g(a, c) = g(a, b) + g(b, c)]. \]
A quasi geodesic which is also a weak geodesic will be called locally additive.

22. Let $\ell \subseteq M_n$. $\ell$ is called additive iff $g \upharpoonright \ell$ is additive.

23. A weak geodesic $\ell$ is called a continuous weak geodesic iff there is a continuous function $h$ mapping an interval of $F_0$ onto $\ell$.

We will see in Thm.4.7.12 (p.361) that the second part of condition (***) on space-like quasi geodesics and geodesics in the above definition is needed, cf. Figure 133 (p.362).

---

725 i.e. $h$ is continuous from an interval of $F_0$ into the topology $\langle M_n; T \rangle$

726 Assume $\ell$ is a strong geodesic with parameterization $h$. Then $h$ is a “local” homeomorphism in the sense that $(\forall x \in \text{Dom}(h))(\exists \varepsilon \in +F) [h \upharpoonright (x - \varepsilon, x + \varepsilon) \text{ is a homeomorphism w.r.t. the relativistic topology } T \text{ of } \mathcal{G}]$. Cf. the notion of a parameterized curve in Hicks [124, p.10] and curves in Kurusa [150]. In passing we note that in general, continuity w.r.t. $\langle M_n; T \rangle$ is stronger than continuity w.r.t. the topology on $\ell$ induced by $g$ as discussed in footnote 723 (p.352). Hence, in general, there are fewer strong geodesics than geodesics.

727 In the case of Minkowskian geometry our notation $S(e, \varepsilon)$ might be ambiguous since it both denotes the relativistic “$\varepsilon$-sphere” and the Euclidean “$\varepsilon$-sphere”. Throughout the present section by $S(e, \varepsilon)$ we always mean the relativistic sphere.

728 Therefore being locally additive is a property of geodesics and in some situations there may be fewer locally additive geodesics than geodesics.
Remark 4.7.3 (Connections with first-order logic definability) We also note that our definition of geodesics over \( \langle M_n, F_0; g, \ldots, \equiv^s \rangle \) is not a first-order logic definition in the sense of §4.3. To save space, here we do not address the question of how and under what price we could turn the definition of geodesics into a first-order logic one. We only note that if we include the geodesics together with their parameterization into \( G \) obtaining a structure \( \langle G, \text{geodesics, parameterizations} \rangle \) as extra sorts, then things can be arranged so that the class of so expanded structures does admit a first-order logic axiomatization. We note that by the above we do not mean that the \( G \)-reduct of \( \langle G, \text{geodesics,} \ldots \rangle \) would determine the rest of the structure (e.g. the sort geodesics) uniquely. We only mean to say that in the expanded structure \( \langle G, \text{geodesics,} \ldots \rangle \) the geodesics would behave well enough for our working with them in accordance with our intuition and for basing our relativistic ideas on them. (This is very much like the difference between standard models of higher-order logic and Henkin-style nonstandard models of that logic. Our expanded structures \( \langle G, \text{geodesics,} \ldots \rangle \) are very much like Henkin-style nonstandard models.)

In passing we note that if we assume enough axioms of special relativity on \( M \), then geodesics become first-order logic definable over \( \langle M; g, \equiv^T, \equiv^P, \equiv^s \rangle \), but the greatest value of geodesics is in their use in general relativity where these axioms are not assumed. Hence we do not discuss this direction here.

In passing we note that for the purposes of accelerated observers and general relativity (to come in a later work) “quasi geodesic”, “short geodesic” and “geodesic” are “local” concepts while “maximal geodesic” seems to be more on the “global” side. Further, in general relativity the emphasis is on time-like and photon-like geodesics, cf. e.g. Busemann [54, 55] or Ehlers-Pirani-Schild [78].

In the present section we will concentrate on quasi geodesics, geodesics, Archimedean geodesics, and the maximal versions of these geodesics. By our definition,

\[
\ell \text{ is an Archimedean geodesic } \Rightarrow \ell \text{ is a geodesic } \Rightarrow \ell \text{ is a quasi geodesic.}
\]

The analogous statements hold, respectively, for time-like, space-like, and photon-like versions of Archimedean geodesics, geodesics and quasi geodesics, e.g. \( \ell \) is an Archimedean time-like geodesic) \( \Rightarrow \) (\( \ell \) is a time-like geodesic) \( \Rightarrow \) (\( \ell \) is a time-like quasi geodesic). In some of the cases these implications hold in the other direction, too. In connection with this we include Propositions 4.7.4 and 4.7.6 below.

**PROPOSITION 4.7.4** Assume \( M = \langle M_n, F_0; \ldots \rangle \) is the pseudo-metric reduct of a relativistic geometry. Assume that \( F_0 \) is isomorphic with the ordered additive group reduct of the ordered field \( M \) of reals. Let \( \ell \subseteq M_n \). Then

\[
\ell \text{ is an Archimedean geodesic } \Leftrightarrow \ell \text{ is a geodesic } \Leftrightarrow \ell \text{ is a quasi geodesic.}
\]

The analogous statements hold, respectively, for space-like, time-like and photon-like versions of Archimedean geodesics, geodesics and quasi geodesics.

---

729 We mean under what extra conditions and what modification of the definition of \( G \).

730 Actually, it is enough to include parameterizations of geodesics as an extra sort \( \text{Geo}d \) together with an extra inter-sort operation valueof: \( \text{Geo}d \times F \to M_n \). Intuitively, for \( h \in \text{Geo}d, e = \text{valueof}(h, x) \) means that \( e = h(x) \), i.e. \( e \) is the value of parameterization \( h \) at value \( x \in F \). Actually, valueof is a partial function only since we do not want to require \( \text{Dom}(h) = F \). The details are analogous with the style of Nonstandard Dynamic Logic, cf. e.g. Sain [227], Andréka, Goranko et al. [12].
We omit the easy proof.  ■

For stating our next proposition we need the following definition.

**Definition 4.7.5** An ordered group \( \langle G; 0, +, \leq \rangle \) is said to be *Archimedean* iff for any \( a, b \in G \)

\[
(\forall i \in \omega) i a < b \quad \Rightarrow \quad a = 0.731
\]

We note that an ordered field \( \mathbb{F} \) is Archimedean iff its ordered additive group reduct \( \mathbb{F}_0 \) is Archimedean in the sense of the above definition.

**PROPOSITION 4.7.6** Assume \( M = \langle \mathbb{M}, \mathbb{F}_0; \ldots \rangle \) is the pseudo-metric reduct of a relativistic geometry. Assume that \( \mathbb{F}_0 \) is Archimedean. Let \( \ell \subseteq \mathbb{M} \). Then

\( \ell \) is an Archimedean geodesic \( \iff \ell \) is a geodesic.

The analogous statements hold, respectively, for space-like, time-like and photon-like versions of Archimedean geodesics and geodesics.

We omit the easy proof.  ■

Let us consider how the notion of geodesics helps us to recover the “truly geometric parts” \( L^T, L^{Ph} \) etc. from \( g \) and \( \equiv^T, \equiv^{Ph} \).

Let us recall that the geometry \( \mathcal{G}_{\mathfrak{M}} \) associated with a model \( \mathfrak{M} \) looks like

\[
\mathcal{G}_{\mathfrak{M}} = \langle \mathbb{M}, \mathbb{F}_1, \mathbb{L}; L^T, L^{Ph}, L^S, \in, <, \equiv^T, \equiv^{Ph}, \equiv^S, Bw, \perp, eq, g, T \rangle. \quad 732
\]

Among other things, below we compare lines (i.e. elements of \( L \)) with geodesics.733 We have time-like, photon-like and space-like lines and the same applies to geodesics. This gives us, roughly, 4 kinds of comparisons, lines with geodesics in general, and then special lines with special geodesics.

Recall that we call the elements of \( L \) lines of \( \mathcal{G}_{\mathfrak{M}} \). Above we defined the geodesics of \( \mathcal{G}_{\mathfrak{M}} \), but they are not necessarily the same as lines of \( \mathcal{G}_{\mathfrak{M}} \). We will elaborate this subject in the following discussion of the theorems which will come soon. We will see that, under some assumptions on \( Th \), all elements of \( L \) turn out to be geodesics, i.e.

\[
L \subseteq (\text{geodesics}),
\]

in \( \text{Ge}(Th) \) of course (cf. Prop.4.7.7).734 Under stronger assumptions, \( L \) coincides with the set of maximal geodesics, i.e.

\[
L = (\text{maximal geodesics})
\]

(AMN [18, Cor.6.8.33, p.1204]). Under somewhat milder assumptions, we will already have

\[
L^T = (\text{maximal time-like geodesics})
\]

---

731 Here \( i a \) is understood in the sense \( 3a = a + a + a \).

733 We mean to compare lines of \( \mathcal{G} \) with geodesics of the same \( \mathcal{G} \).

734 As a contrast, we will have no theorem saying the reverse of this, i.e. that under some assumptions on \( Th \), say, \( L \supseteq (\text{maximal geodesics}) \) without claiming equality, i.e. without claiming \( L = (\text{maximal geodesics}) \).
4.7 GEODESICS

(A MN [18, Thm. 6.8.24, p. 1200 and Corollary 6.8.27, p. 1202]).

\[ L^{Ph} = \text{(maximal photon-like geodesics)}, \]

under some (reasonably mild) assumptions on \( Th \) (item (v) of Prop. 4.7.7). The conditions in the above quoted theorems are quite strong, hence we will address the issue whether they are really needed. We will do this in the form of conjectures, open problems, etc.

(We will also see that the various kinds of geodesics (e.g. “maximal geodesics”) introduced in Def. 4.7.2 are needed for forming a clear picture of the subject of this section.)

The following proposition says that lines (i.e. elements of \( L \)) are geodesics under certain assumptions.

**PROPOSITION 4.7.7** Assume \( \text{Bax}^{-\oplus} + \text{Ax(eqm)} \). Then the elements of \( L \) are geodesics. Further,

(i) \[ L^T \subseteq (\text{time-like Archimedean geodesics}), \quad \text{and} \]
\[ L^T \subseteq (\text{short time-like geodesics}) \]
\[ L^T \subseteq (\text{maximal locally additive time-like geodesics}). \]

(ii) \[ L^{Ph} \subseteq (\text{photon-like geodesics}) = (\text{photon-like Archimedean geodesics}). \]

(iii) \[ L^S \subseteq (\text{space-like Archimedean geodesics}). \]

(iv) Assume \( \text{Reich(Bax)}^{\oplus} + \text{Ax(diswind)} \). Then

\[ L^{Ph} = (\text{maximal photon-like geodesics}). \]

For a proof and an essentially sharper formulation of this proposition we refer to AMN [18, 4.7.7, 6.8.8]. Here we recall only Figure 128 illustrating ideas for the proof.

**Remark 4.7.8** (Discussing some of the conditions of Prop. 4.7.7)

Item (iv) of Prop. 4.7.7 does not generalize form \( \text{Reich(Bax)}^{\oplus} \) to \( \text{Bax}^{-\oplus} \). The idea of a proof is illustrated in the right-hand side of Figure 129. In the figure \( \ell \) is a maximal photon-like geodesic. We note that in \( \text{Reich(Bax)} \) the right-hand side of Figure 129 is excluded by the characterizaton theorem of \( \text{Reich(Th)} \)-models in AMN [18, §4.5]. This is the theorem which states that every model of \( \text{Reich(Th)} \) can be obtained from some model of \( Th \) by “relativizing” with an artificial simultaneity (under some conditions on \( Th \)).

In connection with Proposition 4.7.7 above we ask the following.

\footnotetext[3]{Note that \( (\text{Archimedean geodesics}) \subseteq (\text{geodesics}) \) and the same holds for time-like ones etc. Therefore the conclusions of the present proposition remain true if the adjective Archimedean is omitted. Later we will not return to indicating the consequences of this observations explicitly.}
Figure 128: Illustration for the proof of Prop.4.7.7.

Figure 129: Illustration for Remark 4.7.8. On the right-hand side $\ell$ is a maximal photon-like geodesic. (Here $\ell$ is on the surface of the light-cone.) On the left-hand side, $\ell \cup \{e\}$ is a photon-like geodesic.
**QUESTION 4.7.9** Assume $n > 2$, $\mathfrak{S} \in \text{Ge}(\text{Bax}^{\oplus} + \text{Ax}(\sqrt{\cdot}) + \text{Ax}(\text{eqtime}))$ and that $F_0$ is isomorphic with the ordered additive group reduct of $\mathfrak{R}$. Is there a time-like geodesic $\ell$ such that $\ell$ has a non-injective parameterization? \hfill \lhd

In connection with the above question we note that if we assume that $F_0$ is non-Archimedean (instead of $F_0 \cong (\mathbb{R}; 0, +, \leq)$), then the answer is “yes”, cf. the proof of Theorem 4.7.11 (p.359), and Fig.130 (p.360).

Intuitively, Question 4.7.9 is equivalent with the following question. Does there exist a geodesic time-travel, i.e. can the life-line of a time-traveler who meets his younger himself be a geodesic?

**Remark 4.7.10** In AMN [18, Thm.6.8.11] the present author proved that (i) in Minkowskian geometries the maximal Archimedean geodesics are exactly the lines, (ii) in Minkowskian geometries over Archimedean fields the maximal geodesics are exactly the lines, and (iii) in the Minkowskian geometry over the field $\mathfrak{R}$ of reals the maximal quasi geodesics are exactly the lines. This remains true for the $L^T$, $L^{ph}$, $L^S$ cases, too (when these are treated separately). For the details we refer to AMN [18, Thm.6.8.11].

Roughly, the just quoted theorem (Thm.6.8.11 of AMN [18]) says that in $\text{Mink}(n, \mathfrak{S})$ the various geodesics behave as one would expect them to behave, assuming $\mathfrak{S}$ is Euclidean. Among other things, the following theorem says that the condition that $\mathfrak{S}$ is Euclidean cannot be omitted from this theorem.

**THEOREM 4.7.11** Assume $\mathfrak{S}$ is a non-Archimedean and Euclidean ordered field. Then (i)–(iv) below hold.

(i) For any $n \geq 2$ in $\text{Mink}(n, \mathfrak{S})$

\[
L^T \cap (\text{maximal time-like geodesics}) = \emptyset, \quad \text{but}
\]

\[
L^T \subseteq (\text{maximal locally additive time-like geodesics}), \quad \text{while}
\]

\[
L^T \not\supseteq (\text{maximal locally additive time-like geodesics}).
\]

(ii) For any $n \geq 2$ in $\text{Mink}(n, \mathfrak{S})$

\[
L^S \cap (\text{maximal space-like geodesics}) = \emptyset,
\]

i.e. if $\ell \in L^S$ then $\ell$ is not a maximal space-like geodesic.

(iii) In $\text{Mink}(2, \mathfrak{S})$

\[
L^S \subseteq (\text{maximal locally additive space-like geodesics}), \quad \text{while}
\]

\[
L^S \not\supseteq (\text{maximal locally additive space-like geodesics}).
\]

(iv) As a contrast with item (iii), for any $n > 2$ in $\text{Mink}(n, \mathfrak{S})$

\[
L^S \cap (\text{maximal locally additive space-like geodesics}) = \emptyset \quad \text{and}
\]

\[
L^S \cap (\text{maximal additive space-like geodesics}) = \emptyset.
\]
Figure 130: $\ell \in L^T$ and $\ell \cup \ell'$ is a time-like geodesic.

Outline of proof: Assume $\mathbb{F}$ is non-Archimedean and Euclidean. Idea of proof for

$$L^T \cap (\text{maximal time-like geodesics}) = \emptyset \text{ in } \text{Mink}(\mathbb{F})$$

is depicted in Figure 130. In the figure $\ell \in L^T$ and $\ell \cup \ell'$ is a time-like geodesic. Hence, $\ell$ is not a maximal time-like geodesic. By Prop.4.7.7(ii) on p.357 (and by Thm.4.2.45 on p.190), in $\text{Mink}(\mathbb{F})$

$$L^T \subseteq (\text{maximal locally additive time-like geodesics}).$$

Idea for the proof of

$$L^T \not\supseteq (\text{maximal locally additive time-like geodesics}) \text{ in } \text{Mink}(\mathbb{F})$$

is depicted in Figure 131. In the figure $\ell$ is a maximal locally additive time-like geodesic. This holds by the proof of item (ii) of Prop.4.7.7. Clearly, $\ell$ (in Fig.131) is not a time-like line. By

Figure 131: $\ell$ is a maximal locally additive time-like geodesic in the Minkowskian geometry over a non-Archimedean $\mathbb{F}$.

these item (i) of our theorem is proved. Proofs for items (ii) and (iii) can be obtained by the proof of item (i). (The proofs of (ii) and (iii) are left to the reader.)
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To prove item (iv) let \( \ell \in L^S \). Consider a Robb plane\(^{736}\) that contains \( \ell \). Let \( \ell' \) be constructed as in Figure 130 but such that \( \ell' \) is contained in the Robb plane, see Figure 132. Then, in Figure 132, \( \ell \cup \ell' \) is an additive space-like geodesic, cf. hint for the proof of Thm.4.7.12 on p.362. Hence, \( \ell \) is not a maximal locally additive space-like geodesic and is not a maximal additive space-like geodesic. □

![Figure 132: \( \ell \cup \ell' \) is an additive space-like geodesic in the Minkowskian geometry over a non-Archimedean \( \mathfrak{F} \).](image)

The following theorem says that the second part of condition (***)(on p.352) is needed in the definition of space-like quasi geodesics, geodesics and Archimedean geodesics. In other words, if we omit condition (***)(from the definition of geodesics, then they do not “work” in relativistic geometries, e.g. in Minkowskian space-times. Although they do work in Euclidean geometry and more generally in Riemannian geometries. This further implies that if we use the definition of geodesics as given e.g. in the book “Geometry of Geodesics” (Busemann [54]), then they do not work in relativistic geometries \((n > 2)\), e.g. in Minkowskian geometry.\(^{737}\)

\(^{736}\)cf. e.g. Goldblatt [102] or p.1163 in AMN [18] for the notion of a Robb plane. If \( n > 3 \) then we can talk about Robb hyper-planes, (cf. p.804 in AMN [18]) which in Goldblatt [102] are called Robb threefolds (if \( n = 4 \)). However, there still exist Robb planes, too, which are (two-dimensional) and planes with the Robb property. In the above proof of Thm.4.7.12 it is important that we talk about Robb planes and not about Robb hyper-planes.

\(^{737}\)This entails nothing negative about Busemann [54], since it does not deal with relativistic geometries. Caution is needed with the word “Minkowskian geometry”, since here (cf. also Goldblatt [102], Schutz [231]) we use it for certain relativistic geometries while e.g. in Busemann [54, §17] it is used for other kinds of (non-relativistic) spaces.
THEOREM 4.7.12 Assume \( n \geq 3 \). Then in the Minkowskian geometry \( \text{Mink}(n, \mathbb{R}) \) there is a “curve” \( \ell \subseteq \mathbb{R}^n \) such that \((\forall p, q \in \ell) p \equiv^S q\),

\[
(\forall e \in \ell)(\exists \varepsilon \in +F) \text{[no three distinct points of } \ell \cap S(e, \varepsilon) \text{ are collinear]},
\]

and there is a homeomorphism \( h : \mathbb{R} \rightarrow \ell \) which is differentiable infinitely many times and is distance preserving in the sense that

\[
(\forall x, y \in \mathbb{R}) |x - y| = g_\mu(h(x), h(y)),
\]

see Figure 133. Moreover this function \( h \) is a homeomorphism w.r.t. (the usual topology on \( \mathbb{R} \) and) any one of the following topologies on \( \ell \): the topology induced by \( g_\mu \), the relativistic topology \( T_\mu \) of \( \text{Mink}(\mathbb{R}) \) and the Euclidean topology on \( \mathbb{R}^n \). Actually these topologies coincide on \( \ell \).

![Figure 133: Condition (*** is needed in the definition of space-like geodesics.](image)

**On the proof:** Hint: Assume \( n \geq 3 \). The Robb planes have the following “exotic” property in \( \text{Mink}(\mathbb{R}) \) (in connection with the metric \( g_\mu \) and geodesics). Let \( P \) be a Robb plane containing the \( \vec{y} \) axis. Then the relativistic distance \( g_\mu(p, q) \) between points \( p, q \in P \) coincides with the absolute value of the difference between the \( y \)-coordinates \( p_y \) and \( q_y \) of \( p \) and \( q \), respectively. Cf. Figure 133. Therefore the metric \( g_\mu \) is additive on the whole Robb plane. Actually this idea works in many of our relativistic geometries, e.g. in the case of \( \text{Ge(Bax}^\circ + A\text{x(eqspace}) + A\text{x(Triv}_i)_{-} + A\text{x(\sqrt{-})}) \) they do. \( \blacksquare \)

---

738 cf. e.g. Goldblatt [102] or p.1163 in AMN [18] for the notion of a Robb plane.
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**Corollary 4.7.13** Assume \( n \geq 3 \) and consider \( \mathcal{G} \overset{\text{def}}{=} \text{Mink}(n, \mathbb{R}) \) as in Thm.4.7.12 above. Then

(i) If we omit condition (***) from the definition of geodesics, then there are geodesics in \( \mathcal{G} \) which are not straight lines. Further,

(ii) there exist many Robb planes\(^{739}\) in \( \mathcal{G} \), and

(iii) almost\(^{740}\) every curve in every Robb plane counts as a geodesic if we omit condition (***) from the definition of geodesics.

**Discussion of Thm.4.7.12 and Corollary 4.7.13.** The condition (*** is not present in the usual definition of geodesics. Items 4.7.12, 4.7.13 say that this condition is needed in relativistic geometries if we want to discuss space-like geodesics, too.

The definition of *usual geodesics* is obtained from Def.4.7.2 by replacing all occurrences of condition (*** by \( (\forall x, y \in D) x \equiv^S y \).

What we obtain this way is more or less the usual definition of geodesics (cf. Busemann [54]) adapted to the relativistic situation where we have \( \equiv^T, \equiv^P, \equiv^S \).\(^{741}\) Now, what items 4.7.12, 4.7.13 say is that even in the most classical, most standard form of special relativity, i.e. in Minkowskian space-time with \( n > 2 \), usual geodesics (as defined above) do not “work”. (They do not behave as we wanted them to behave when defining them.)

**Corollary 4.7.14** Let \( n > 2 \) and consider \( \mathcal{G} \overset{\text{def}}{=} \text{Mink}(n, \mathbb{R}) \). Then there are *usual geodesics* \( \ell \) in \( \mathcal{G} \) which are not straight lines, moreover \( \ell \) can be chosen to be continuous and differentiable such that \( (\forall p \in \ell)(\forall \varepsilon \in ^+ \mathbb{F}) \)the \( \varepsilon \)-neighborhood of \( p \) in \( \ell \) is not straight. Moreover, this \( \ell \) is an Archimedean, short, usual geodesic, cf. Def.4.7.2 items 14, 17. Further, it is a maximal geodesic, and a strong geodesic. Through any two distinct space-like separated points of \( \mathcal{G} \) there are continuum many such usual geodesics.

**Proof.** The proof goes by inspecting Figure 133 (and the proof of Thm.4.7.12) and by checking all the items quoted from Def.4.7.2. \( \blacksquare \)

**Corollary 4.7.15** Let \( n > 2 \). A statement analogous to items 4.7.12-4.7.14 applies to our geometries in \( \text{Ge}(\text{Bax}^{\oplus} + ax(eqspace) + Ax(\text{Triv})^{-} + Ax(\sqrt{\cdot})) \).

**Proof.** The proof goes by checking that already under the axioms \( \text{Bax}^{\oplus} + \ldots + \text{Ax}(\sqrt{\cdot}) \) listed above, the Robb plane exhibits the strange properties illustrated in Figure 133. \( \blacksquare \)

Items 4.7.12-4.7.15 show that condition (*** is really needed and is not easily replaced by something “more traditional”. Further, they indicate that the (simplest) usual notion of geodesics\(^{742}\) does not work in relativistic situations for space-like geodesics. This might be

\(^{739}\) each photon line is contained in a Robb plane which is unique iff \( n = 3 \). So, if \( n > 3 \), then the Robb plane in question is not unique.

\(^{740}\) Instead of defining precisely which curves in the Robb plane we mean, we give only an intuitive description: Let \( \ell \) be a “continuous, differentiable” connected curve in the Robb plane as illustrated in Figure 133. Assume \( (\forall p, q \in \ell)p \equiv^S q \). Assume further that \( \ell \) is a homeomorphic image of some connected interval of \( \mathbb{R} \). Then \( \ell \) counts as a geodesic (without (***)).

\(^{741}\) i.e., so to speak, adapted from Riemannian geometries to pseudo-Riemannian ones; or in other words, adapted to so-called “indefinite metrics”.

\(^{742}\) Cf. the definition of usual geodesics above.
connected to the historical fact that in general relativity much less attention is paid to space-like geodesics than to time-like or photon-like ones. E.g. the basic book Hawking-Ellis [116] does not even mention space-like geodesics. A further indication of this is that in the world-famous basic book of relativity Misner-Thorne-Wheeler [192] the statement of Exercise 13.6 on p.324 (discussing space-like geodesics) seems to be either false or not very carefully formulated. (We mean this of course wrt. the definitions given in that book.) Further, as far as we know, this (about the book) has not yet been pointed out in the literature. With this we stop discussing items 4.7.12-4.7.15 (and return to discussing our notion of geodesics in our relativity theories).

In the second part of AMN [18, §6.8 (geodesics)] the present author generalizes our earlier positive results from the concrete case of Minkowskian geometries to a broader class of our observer independent geometries of the “axiomatic form” Ge(Th). For lack of space we omit these results and refer the reader to items 6.8.24-6.8.36 in AMN [18].

Summary of some further results by the author on geodesics and our “more flexible theories of relativity”: Assume Bax + Ax(eqm). Then all the elements of L turn out to be geodesics (cf. Prop.4.7.7). If in addition we assume n > 2, Basax + Ax(Trivl) + Ax(√) and that  is Archimedean, then the set L of lines coincides with the set of maximal geodesics (cf. Corollary 6.8.33, p.1204 of AMN [18]). We conjecture that the condition n > 2 is needed in the previous sentence, namely, we conjecture that there is a model M of Basax(2) + Ax(Trivl) + Ax(eqm) with  = M the ordered field of reals in which some maximal time-like geodesics of GeM are not in LM (cf. Conjecture 6.8.35, p.1205 of AMN [18]). Further, we conjecture that for any n ≥ 2, maximal time-like geodesics are not necessarily lines even if we assume Basax and  = M (cf. Conjecture 6.8.35 of AMN [18]). As a contrast, if n > 2 and if we assume Bax + Ax(√) + Ax(TwP) or Bax + Ax(√) + R(Ax syl0) together with some auxiliary axioms and that  is Archimedean, then the set of maximal time-like geodesics coincides with the set LT of time-like lines, cf. AMN [18, Thm.6.8.24 (p.1200) and Corollary 6.8.27 (p.1202)]. The latter condition (i.e. that  is Archimedean) is needed even if we assume BaCo + Ax(rc), cf. AMN [18, Thm.4.7.11 (p.359)] and Figure 130 (p.360) herein. Assuming Reich(Bax) + Ax(diswind), the maximal photon-like geodesics are exactly the members of LT (cf. item (iv) of Prop.4.7.7 herein).

---

743 This in turn might be motivated by the famous quotation for Eddington [55, p.22] “Assuming that a material particle cannot travel faster than light . . . we ourselves are limited by material bodies and have direct experience of time-like intervals.”

744 This is true that relativity theorists seem to pay little attention to space-like geodesics

745 But it seems to remain true for any usual definition of geodesics known to the present author.

747 This figure is from Hawking-Ellis [116].
Figure 134: Gödel’s rotating universe with the irrelevant coordinate $z$ suppressed. The space is rotationally symmetric about any point; the diagram represents correctly the rotational symmetry about the axis $r = 0$, and the time invariance. The light cone opens out and tips over as $r$ increases (see line $L$) resulting in closed time-like curves. The diagram does not correctly represent the fact that all points are in fact equivalent.
A APPENDIX: Integrating our duality theories into the landscape of dualities all over mathematics

A.1 Galois connections

In this section we will see that \((\mathcal{G}, \mathcal{M})\) and \((\mathcal{G}_0, \mathcal{M}_0)\) form “Galois connections”. We will mention e.g. in item A.1.1(II) below that this fact indicates one of the various connections between the present work and the more algebraic papers of the present author, e.g. Madarász [170] or [165]. In Def.A.1.2 below, we will recall from the literature the notion of a Galois connection cf. e.g. Adámek-Herrlich-Strecker [2, item 6.26(4), p.81]. We compare Galois connections with adjoint functors and with further related concepts in the mathematical literature in item entitled “Connections between adjoint situations, Galois connections, …” on p.1096 at the end of §6.6.6 of AMN [18]. Cf. also Remark 4.5.14 (pp. 293–296) herein and Remark 6.6.4 (Galois theories, Galois connections, duality theories all over mathematics, in analogy with the ones in the present work) in AMN [18] as motivations for studying Galois connections. That remark also serves as a kind of mathematical perspective/background for the present section.

Remark A.1.1
(Motivations for Galois connections [for the physicist reader])

(I) Galois connection is a simplified form of adjoint situation (from category theory)\(^{748}\) which in turn is regarded as one of the most important\(^{749}\) conceptual tools of category theory. (To understand adjoint situations well, the first step is to understand Galois connections [as special adjoint situations].) Galois connections are obtained from adjointness by considering the simple kinds of categories called pre-orderings (where between any two objects there is at most one morphism); for these kinds of categories etc. cf. the subtitle “Connections between adjoint situations, Galois connections, …” on p.A-15.

Galois connection is a generalization of isomorphism. The idea is that isomorphism is very useful but it is a too rigid concept (and therefore it occurs rarely). So let us make isomorphism a little bit more flexible so that it would retain most of its useful properties\(^{750}\) but would become more flexible (more often applicable). The result i.e. the flexible version of isomorphism is called Galois connection (in the case when it connects pre-orderings). The definition is given in Def.A.1.2 below. In the general case (of categories) the name of “flexible isomorphisms” is adjoint situations or adjoint pairs of functors. To see a glimpse of the idea let us recall that an isomorphism from \(\langle P, \leq \rangle\) onto \(\langle Q, \leq \rangle\) is a homomorphism \(f\) such that there is a backward

\(^{748}\) Cf. §A.2 (p.A-6) for category theory.

\(^{749}\) Cf. e.g. Adámek-Herrlich-Strecker [2], p.283 first sentence (Chap.18, Adjoint functors). There they write: “Perhaps the most successful concept of category theory is that of adjoint functor. Adjoint functors occur frequently in many branches of mathematics . . . surprising range of applications.” Cf. also (†) on p.1096 of AMN [18] for importance of adjointness in physics.

\(^{750}\) e.g. we can transfer “constructions” from one side to the other
homomorphism $g$
\[
\langle P, \leq \rangle \xrightarrow{f} \langle Q, \leq \rangle \xrightarrow{g}
\]
with $(f \circ g)(x) = x$ and $(g \circ f)(y) = y$. For easier formulation (of what comes) we replace homomorphism by dual-homomorphism (i.e. order reversing map). Now, to make the concept less rigid, we replace the condition $(f \circ g)(x) = x$ by the weaker one $(f \circ g)(x) \geq x$ and similarly for $g \circ f$. The result is summarized in Fact A.1.3 below, but cf. also (**) on p.A-15 which might be a more suggestive (equivalent) definition of "flexible isomorphism". Then Fact A.1.5 indicates that the resulting notion of "flexible isomorphisms" (i.e. Galois connections) retains many of the useful properties of isomorphisms.\(^{751}\)

(II) Galois connections can serve as a unified theory of the research-branches mentioned on pp. 1096-1105 of AMN [18] ranging from Boolean algebras with operators, residuated-residual pairs, conjugates of operators, linear logic, Lambek calculus, relation algebras, closure operators, geometry, vector spaces, C*-algebras, but cf. also Janedidze [139] for more daring applications via Galois theories (which are of course strongly tied up\(^{752}\) with Galois connections). Some of these examples are explained in more detail in the present work, too (on pp.A.15–A.17). Some of the above are investigated and used in Madarász [161], [165], [164], [167], [169], [170], [176], [20], [23], [178].

In particular, studying Galois connections can serve as an abstract, unified study of duality theories or adjoint situations, which in turn, according to Adámek et al. [2], Lawvere [153] and others\(^{753}\) pervade much of mathematics and modern mathematical physics. We hope, recalling the patterns:
\[
\langle P, \leq \rangle \xrightarrow{f} \langle Q, \leq \rangle \quad \text{Galois connection}
\]

\[
\text{Mod}(Th) \xrightarrow{g} \text{Ge}(Th) \quad \text{duality theory}^{754}
\]
gives a hint for the above idea (of Galois connections serving as a unified, abstract study of dualities).

(III) Whenever we are given two sets or classes say $K, L$ and a binary relation $R \subseteq K \times L$ between them then $R$ induces a natural Galois connection between $\mathcal{P}(K)$ and $\mathcal{P}(L)$ as follows. For $X \subseteq K$, $f_R(X) = \{ y \in L : (\forall x \in X) x R y \}$. So $f_R : \mathcal{P}(K) \to \mathcal{P}(L)$ is order

\(^{751}\) The same idea in different words: A homomorphism $f$ is called an isomorphism iff it admits a two-sided inverse $g$ ($g \circ f = \text{Id}$ and $f \circ g = \text{Id}$). Now, in order to be a flexible isomorphism it is enough to admit a quasi-inverse as sketched in footnote 767 on p.A-15.

\(^{752}\) A Galois theory is always a (special) Galois connection, cf. items (I), (V) of Remark 6.6.4 of AMN [18] (pp. 293, 295)

\(^{753}\) A sample of the references claiming and illustrating with examples that duality theories, i.e. adjoint situations are very broadly applicable (and applied) throughout mathematics and also in mathematical physics is Lawvere [153, 155, 154], Arbib-Manes [34, 33], Manes [180], Guitart [111], Mac Lane [159], Goldblatt [101], Handbook of Categorical Algebra [50], Barr-Wells [41, §19, p. 50-63], Freyd-Scedrov [88], Adámek et al. [2], [3], Varadarajan [268], Lawvere-Schanuel [156], Nel [201], Pelletier-Rosický [210], Dimov-Tholen [72], Janelidze [139], Davey-Priestley [87]. These references give examples ranging from algebraic geometry, compact Galois groups, geometry and analysis, sheaves of continuous maps, metric spaces, tensor algebra, Banach spaces and spaces of generalized Lipschitz functions, computability & automata & linear systems. (Cf. the works of Arbib, Manes, Guitart for the latter four topics.) Cf also (†) on p.1096 of AMN [18].

\(^{754}\) We have not yet defined a structure like "$\leq$" on $\text{Mod}(Th), \text{Ge}(Th)$ but that will come later (and is kind of implicit already in schemas (A)–(I) on pp.284–287).
reversing. \( g_R : \mathcal{P}(L) \to \mathcal{P}(K) \) is defined analogously. Cf. item (IV) of Remark 6.6.4 of AMN [18] (p.1026) which is about the \((\text{Mod}, \text{Th})\)-Galois connection induced by the relation \(\models\). Cf. also p.453 of AMN [18]. This kind of Galois-connection is generalized to the case when \(R\) is a so-called partial relation in Madarász [165] establishing a representation theorem for non-normal Boolean algebras with operators which in turn solves a problem left open in 1952 in Jónsson-Tarski [142]. This problem appears implicitly already in the 1948 version of the Jónsson-Tarski paper (in Abstracts of Amer. Math. Soc.)\(^{755}\).


END OF MOTIVATION FOR GALOIS CONNECTIONS.

\(\triangleright\)

**Definition A.1.2 (Galois connection)**

Let \(\langle P, \leq \rangle\) and \(\langle Q, \leq \rangle\) be pre-ordered classes and

\[
 f : P \to Q \quad \text{and} \quad g : Q \to P.
\]

The pair \((f, g)\) is called a **Galois connection** between \(\langle P, \leq \rangle\) and \(\langle Q, \leq \rangle\) iff for all \(p \in P\) and \(q \in Q\)

\[
p \leq g(q) \iff q \leq f(p).
\]

\(\triangleright\)

The following fact states a (known) equivalent reformulation of the definition of Galois connections.

**Fact A.1.3** Assume \(\langle P, \leq \rangle\) and \(\langle Q, \leq \rangle\) are pre-ordered classes and that \(f : P \to Q\) and \(g : Q \to P\). Then the pair \((f, g)\) is a Galois connection between \(\langle P, \leq \rangle\) and \(\langle Q, \leq \rangle\) iff (a) and (b) below hold.

(a) \(f\) and \(g\) are both order-reversing, i.e. if \(p \leq p' \in P\) then \(f(p) \geq f(p')\), and if \(q \leq q' \in Q\) then \(g(q) \geq g(q')\).

(b) \(f \circ g\) and \(g \circ f\) are both monotone, i.e.

\[
p \leq (f \circ g)(p) \quad \text{for all} \quad p \in P \quad \text{and} \quad q \leq (g \circ f)(q) \quad \text{for all} \quad q \in Q.
\]

**Notation A.1.4** Assume that \(\langle P, \leq \rangle\) is a pre-ordered class. Then the binary relation \(\simeq\) on \(P\) is defined as

\[
p \simeq p' \iff (p \leq p' \land p' \leq p).
\]

We note that \(\simeq\) is an equivalence relation.

\(\triangleright\)

\(^{755}\)The non-normal character of the algebras in question is important for the foundation of several logics that became important recently. Some of these are logics of action and dynamic logic. Interestingly, nonstandard dynamic logic (cf. e.g. Sain [227]) is closely related to the subject of the present work, e.g. because both are concerned with processes happening in time, both handle temporality by a certain way of using many-sorted logic, both can be related to nonstandard analysis in a certain way, etc. In particular, the techniques we plan to use in generalizing the present approach to handling accelerated observers in [26] are borrowed from the just quoted version of dynamic logic. (Logic of actions can also, perhaps, be developed to a platform adequate for handling the pseudo-paradoxes associated with closed timelike loops in general relativity.)
Fact A.1.5 below is known from algebra. Items (i)-(iii) of this fact say that if \((f, g)\) is a Galois connection then both \(f \circ g\) and \(g \circ f\) are closure operators up to the equivalence relation \(\simeq\) (cf. the notion of a closure operator up to isomorphism on p.288.) Further, item (iv) says that the closed “up to \(\simeq\)” elements of \(f \circ g\) are the elements of the range of \(g\) (“up to \(\simeq\)”). Similarly for \(g \circ f\).

**FACT A.1.5** Assume \(\langle P, \leq \rangle\) and \(\langle Q, \leq \rangle\) are pre-ordered classes and \((f, g)\) is a Galois connection between them. Then for all \(p \in P\) and \(q \in Q\), (i)-(iv) below hold.

(i) \(p \leq (f \circ g)(p)\) and \(q \leq (g \circ f)(q)\).

(ii) Both \(f \circ g\) and \(g \circ f\) have fixed-point property in the sense \((f \circ g)^2(p) \simeq (f \circ g)(p)\) and \((g \circ f)^2(q) \simeq (g \circ f)(q)\).

(iii) If \(p \leq p' \in P\) and \(q \leq q' \in Q\) then

\((f \circ g)(p) \leq (f \circ g)(p')\) and \((g \circ f)(q) \leq (g \circ f)(q')\).

(iv) \((g \circ f)(f(p)) \simeq f(p)\) and \((f \circ g)(g(q)) \simeq g(q)\).

For the motivation of the following definition cf. Propositions 4.5.49 (p.322) and 4.5.60 (p.329).

**Definition A.1.6**

\[
\begin{align*}
\text{Pax}^{++} & : \text{def} \quad \text{Pax}^+ + \text{Ax(eqm)} + \text{Ax(ext)} + \text{Ax}(\heartsuit), \\
\text{Wax}^+ & : \text{def} \quad \text{Wax} + \text{Ax(ext)} + \text{Ax}(\heartsuit) + \text{Ax}(\infty ph) + (\forall m, k)(f_{mk} \in \text{Aftr}) \\
\text{lopag}^+ & : \text{def} \quad \text{lopag} + L_3 + L_4 + L_5 + L_6 + L_7 + L_8 + L_9 + L_{10}.
\end{align*}
\]

**Remark A.1.7** We note that item (iii) of Prop.4.5.60 (p.329) states, by Thm.4.5.57 (p.328), that

\[\text{Rng}(M_o) \models \text{Wax}^+ \quad \text{and} \quad \text{Rng}(G_o) \models \text{lopag}^+\].

We will prove that \((G_o, M_o)\) forms a Galois connection between the classes \(\text{Mod}(\text{Wax}^+)\) and \(\text{Mog}(\text{lopag}^+)\) for a certain choice of pre-orderings \(\leq_{M_o}\) and \(\leq_{G_o}\) of these two classes. (I.e. \(\leq_{M_o}\) is a pre-ordering of \(\text{Mod}(\text{Wax}^+)\), and similarly for \(\leq_{G_o}\) and \(\text{Mog}(\text{lopag}^+)\)). We will prove an analogous statement about \((G, M)\) and \(\text{Mod}(\text{Pax}^{++}), \text{Ge}(\text{Pax}^{++})\).

**Definition A.1.8** \((\leq_{M_o}, \leq_{G_o}, \leq_M, \leq_G)\)

(i) We define \(\leq_{M_o}\) to be the smallest transitive binary relation on \(\text{Mod}(\text{Wax}^+)\) for which 1 and 2 below hold.

1. \(M \leq_{M_o} (G_o \circ M_o)(M)\), \quad \text{and}
2. \(M \preceq M \Rightarrow M \leq_{M_o} M\), \quad \text{for all } M, N \in \text{Mod}(\text{Wax}^+).

(ii) We define \(\leq_{G_o}\) to be the smallest transitive binary relation on \(\text{Mog}(\text{lopag}^+)\) for which 1 and 2 below hold.

1. \(G \leq_{G_o} (M_o \circ G_o)(G)\), \quad \text{and}
2. \(G \preceq G \Rightarrow G \leq_{G_o} G\), \quad \text{for all } G, H \in \text{Mog}(\text{lopag}^+).\)
(iii) We define \( \leq_{\mathcal{M}} \) to be the smallest transitive binary relation on \( \text{Mod}(\text{Pax}^{++}) \) for which 1 and 2 below hold.

1. \( \mathcal{M} \leq_{\mathcal{M}} (\mathcal{G} \circ \mathcal{M})(\mathcal{M}) \), and
2. \( \mathcal{M} \simeq \mathcal{N} \Rightarrow \mathcal{M} \leq_{\mathcal{M}} \mathcal{N} \), for all \( \mathcal{M}, \mathcal{N} \in \text{Mod}(\text{Pax}^{++}) \).

(iv) We define \( \leq_{\mathcal{G}} \) to be the smallest transitive binary relation on \( \text{Ge}(\text{Pax}^{++}) \) for which 1 and 2 below hold.

1. \( \mathcal{G} \leq_{\mathcal{G}} (\mathcal{M} \circ \mathcal{G})(\mathcal{G}) \), and
2. \( \mathcal{G} \simeq \mathcal{H} \Rightarrow \mathcal{G} \leq_{\mathcal{G}} \mathcal{H} \), for all \( \mathcal{G}, \mathcal{H} \in \text{Ge}(\text{Pax}^{++}) \).

\( \Box \)

Next we state some simple properties of the pre-orderings \( \leq_{\mathcal{M}_0} \) etc.

**PROPOSITION A.1.9**

(i) Let \( \mathcal{M}, \mathcal{N} \in \text{Mod}(\text{Wax}^+) \). Then

\[
(\mathcal{M} \leq_{\mathcal{M}_0} \mathcal{N} \land \mathcal{N} \leq_{\mathcal{M}_0} \mathcal{M}) \Rightarrow \mathcal{M} \simeq \mathcal{N}, \text{ and} \\
\mathcal{M} \leq_{\mathcal{M}_0} \mathcal{N} \Rightarrow \mathcal{M} \succ \mathcal{N}.
\]

(ii) Let \( \mathcal{G}, \mathcal{H} \in \text{Mog}(\text{lopag}^+) \). Then

\[
(\mathcal{G} \leq_{\mathcal{G}_0} \mathcal{H} \land \mathcal{H} \leq_{\mathcal{G}_0} \mathcal{G}) \Rightarrow \mathcal{G} \simeq \mathcal{H}, \text{ and} \\
\mathcal{G} \leq_{\mathcal{G}_0} \mathcal{H} \Rightarrow \mathcal{G} \leftarrow \mathcal{H}.
\]

(iii) Let \( \mathcal{M}, \mathcal{N} \in \text{Mod}(\text{Pax}^{++}) \). Then

\[
(\mathcal{M} \leq_{\mathcal{M}} \mathcal{N} \land \mathcal{N} \leq_{\mathcal{M}} \mathcal{M}) \Rightarrow \mathcal{M} \simeq \mathcal{N}, \text{ and} \\
\mathcal{M} \leq_{\mathcal{M}} \mathcal{N} \Rightarrow \mathcal{M} \succ \mathcal{N}.
\]

(iv) Let \( \mathcal{G}, \mathcal{H} \in \text{Ge}(\text{Pax}^{++}) \). Then

\[
(\mathcal{G} \leq_{\mathcal{G}} \mathcal{H} \land \mathcal{H} \leq_{\mathcal{G}} \mathcal{G}) \Rightarrow \mathcal{G} \simeq \mathcal{H}, \text{ and} \\
\mathcal{G} \leq_{\mathcal{G}} \mathcal{H} \Rightarrow \mathcal{G} \leftarrow \mathcal{H}.
\]

We omit the proof. \( \blacksquare \)

**THEOREM A.1.10**

(i)

\[
\mathcal{G}_0 : \text{Mod}(\text{Wax}^+) \rightarrow \text{Mog}(\text{lopag}^+) \text{ and} \\
\mathcal{M}_0 : \text{Mog}(\text{lopag}^+) \rightarrow \text{Mod}(\text{Wax}^+).
\]

(ii) \( (\mathcal{G}_0, \mathcal{M}_0) \) is a Galois connection between \( (\text{Mod}(\text{Wax}^+), \leq_{\mathcal{M}_0}) \) and \( (\text{Mog}(\text{lopag}^+), \leq_{\mathcal{G}_0}) \).
We omit the proof. ■

We suggest that the reader compare Theorem A.1.10 with the intuitive text on p.328 below Thm.4.5.57 together with Remark A.1.7 (p.A-4).

The following corollary is of the pattern of theorem schemas (A), (B), (E)–(H) and it is a corollary of Theorem A.1.10, Fact A.1.5, and Prop.A.1.9.

COROLLARY A.1.11
For any $\mathcal{M} \in \text{Mod}(\text{Wax}^+)$ and $\mathcal{G} \in \text{Mog}(\text{lopag}^+)$, (i)–(iii) below hold.

(i) $\mathcal{M} \rightarrow (\mathcal{G} \circ \mathcal{M})(\mathcal{M})$ and $\mathcal{G} \leftarrow (\mathcal{M} \circ \mathcal{G})(\mathcal{G})$.

(ii) The members of the range of $\mathcal{G} \circ \mathcal{M}$ are fixed-points of $\mathcal{M} \circ \mathcal{G}$ and the members of the range of $\mathcal{M} \circ \mathcal{G}$ are fixed-points of $\mathcal{G} \circ \mathcal{M}$, i.e.

$(\mathcal{M} \circ \mathcal{G})(\mathcal{G}(\mathcal{M})) \cong \mathcal{G}(\mathcal{M})$ and $(\mathcal{G} \circ \mathcal{M})(\mathcal{M}(\mathcal{G})) \cong \mathcal{M}(\mathcal{G})$.

(iii) Both $\mathcal{G} \circ \mathcal{M}$ and $\mathcal{M} \circ \mathcal{G}$ have fixed-point property in the sense

$(\mathcal{G} \circ \mathcal{M})^2(\mathcal{M}) \cong (\mathcal{G} \circ \mathcal{M})(\mathcal{M})$ and $(\mathcal{M} \circ \mathcal{G})^2(\mathcal{G}) \cong (\mathcal{M} \circ \mathcal{G})(\mathcal{G})$.

THEOREM A.1.12

(i) $\mathcal{M} : \text{Ge}(\text{Pax}^{++}) \rightarrow \text{Mod}(\text{Pax}^{++})$ (and $\mathcal{G} : \text{Mod}(\text{Pax}^{++}) \rightarrow \text{Ge}(\text{Pax}^{++})$).

(ii) $(\mathcal{G}, \mathcal{M})$ is a Galois connection between

$\langle \text{Mod}(\text{Pax}^{++}), \leq_{\mathcal{G}} \rangle$ and $\langle \text{Ge}(\text{Pax}^{++}), \leq_{\mathcal{M}} \rangle$.

Proof: The theorem follows by Thm.4.5.13 (p.291) and Fact A.1.3. ■

At this point we could formulate a corollary of Thm.A.1.12 which would be analogous with Corollary A.1.11 of Thm.A.1.10. This corollary of Thm.A.1.12 basically coincides with our Thm.4.5.13 formulated on p.291.

A.2 Adjoint functors, categories

Motivation for adjoint functors for the physicist reader is found in Remark A.1.1 (p.A-1). Cf. also p.1096 of AMN [18]. For adjoint situations in physics cf. e.g. Lawvere-Schanuel [156, pp. 5–6, pp. 76–77]; but see also the references in footnote 753, p.A-2.\footnote{Category theory has been becoming increasingly popular and often used in physics recently, cf. e.g. Baez-Dolan [37], Crane [64], Freed [87], Andai [4], Kassel [147], Baez [38]. Cf. also Lawvere-Schanuel [156].}
A.2 ADJOIN FACTORS, CATEGORIES

The subject matter of this section is strongly connected to Remark 4.5.14 (p.293) entitled “Galois theories, Galois connections, duality theories all over mathematics . . . .”

In this section we will see that \((\mathcal{M}, \mathcal{G})\) and \((\mathcal{M}_o, \mathcal{G}_o)\) are “adjoint pairs of functors” in the category theoretic sense, under certain conditions.

We use the notion of a category in the usual category theoretic sense, cf. e.g. Mac Lane [159]. Assume \(\mathbb{C}\) is a category. Then \(\text{Ob} \mathbb{C}\) and \(\text{Mor} \mathbb{C}\) denote the classes of objects and morphisms of \(\mathbb{C}\), respectively. \(f : A \rightarrow B\) means that \(f\) is a morphism with domain \(A \in \text{Ob} \mathbb{C}\) and codomain \(B \in \text{Ob} \mathbb{C}\). For any \(A, B \in \text{Ob} \mathbb{C}\),

\[
\text{hom}(A, B) := \{ f \in \text{Mor} \mathbb{C} : (f : A \rightarrow B) \}.
\]

Further, composition \(\circ\) is a partial binary operation on \(\text{Mor} \mathbb{C}\), and if \(f : A \rightarrow B\) and \(g : B \rightarrow C\) then \(f \circ g : A \rightarrow C\). We use the notion of a functor in the usual sense, i.e. a functor is a map from a category to a category which takes objects to objects, morphisms to morphisms, preserves domains and codomains, identities\(^{757}\) and composition \(\circ\). If \(\mathbb{C}\) and \(\mathbb{D}\) are categories and \(\mathcal{D}\) is a functor from \(\mathbb{C}\) to \(\mathbb{D}\), then we will write \(\mathcal{D} : \mathbb{C} \rightarrow \mathbb{D}\).

**Definition A.2.1** (strong embedding)

**Terminology from model theory** Let \(f : \mathfrak{A} \rightarrow \mathfrak{B}\) be an embedding of model \(\mathfrak{A}\) into model \(\mathfrak{B}\). By the \(f\)-image \(f[\mathfrak{A}]\) of \(\mathfrak{A}\) we understand the unique (weak) submodel of \(\mathfrak{B}\) such that \(f\) is an isomorphism between \(\mathfrak{A}\) and \(f[\mathfrak{A}]\).

Now, \(f : \mathfrak{A} \rightarrow \mathfrak{B}\) is called a **strong embedding** iff it is an embedding and the \(f\)-image \(f[\mathfrak{A}]\) of \(\mathfrak{A}\) is a strong submodel of \(\mathfrak{B}\).

\(<\)

**Definition A.2.2** (categories \(\text{Mod}(Th), \text{Ge}(Th), \text{Mog}(TH)\))

Let \(Th\) be a set of formulas in our frame language.

(i) \(\text{Mod}(Th)\) forms a category \(\text{Mod}(Th)\) the following way. The class of objects of \(\text{Mod}(Th)\) is \(\text{Mod}(Th)\) and the morphisms are those embeddings

\[
f : \mathcal{M}_0 \rightarrow \mathcal{M}_1
\]

which are surjective on the sets of photons (i.e. \(f[\mathcal{M}_0] = \mathcal{M}_1\)), unless \(\mathcal{M}_0\) is the empty model.\(^{758}\) More precisely, the morphisms of the category \(\text{Mod}(Th)\) are triples of the form \(\langle \mathcal{M}, f, \mathcal{N} \rangle\), where \(f : \mathcal{M} \rightarrow \mathcal{N}\) is such that \(f[\mathcal{M}_0] = \mathcal{M}_1\) or \(\mathcal{N}\) is the empty model. The reason why we need triples instead of \(f\) in itself is that when looking at a morphism we have to be able to tell what its domain and codomain are. For simplicity, if there is no danger of confusion we will use \(f\) as a morphism instead of the triple \(\langle \mathcal{M}, f, \mathcal{N} \rangle\). We hope context will help. The composition \(\circ\) is the usual one.\(^{759}\)

---------

\(^{757}\)A morphism \(f : A \rightarrow A\) is called an identity if for every morphism \(g\) with domain \(A\), \(f \circ g = g\) and for every morphism \(g'\) with codomain \(A\), \(g' \circ f = g'\).

\(^{758}\)Surjectiveness on the sets of photons is required only because eventually we want \(\mathcal{M}\) to be a functor between \(\text{Ge}(Th)\) and \(\text{Mod}(Th)\). It is not quite obvious to see why this purpose (functoriality of \(\mathcal{M}\)) makes us need the surjectiveness condition. Hint: this is connected to condition (e) on p.310. If we omitted item (e) on p.310 from the definition of \(\mathcal{M}\), then we could define morphisms of \(\text{Mod}(Th)\) to be the embeddings. The reader is invited to elaborate an alternative version to our \((\mathcal{M}, \mathcal{G})\)-duality by omitting condition (e) from the definition of \(\mathcal{M}\) and then dropping the present surjectiveness condition w.r.t. \(\mathcal{P}\).

\(^{759}\)I.e. \(\langle \mathcal{M}, f, \mathcal{N} \rangle \circ (\mathcal{M}_1, g, \mathcal{N}_1) = (\mathcal{M}, f \circ g, \mathcal{N}_1)\) if \(\mathcal{N} = \mathcal{M}_1\) and is undefined otherwise.
(ii) \( \mathsf{Ge}(Th) \) forms a category \( \mathsf{Ge}(Th) \) in the following way. The class of objects of \( \mathsf{Ge}(Th) \) is \( \mathsf{Ge}(Th) \) and the morphisms are those embeddings

\[
h : \mathcal{G}_0 \rightharpoonup \mathcal{G}_1
\]

which are (i) strong embeddings on the \( \langle M_n; Bw \rangle \) reducts and are (ii) surjective on the sets of photon-like lines (i.e. \( h[L_0^{P_n}] = L_1^{P_n} \)), unless \( \mathcal{G}_0 \) is the empty model. (The composition \( \circ \) is the usual one.)

(iii) For any set \( TH \) of formulas in the language of \( \mathsf{GEO} \), \( \mathsf{Mog}(TH) \) forms a category \( \mathsf{Mog}(TH) \) in a completely analogous way with item (ii), i.e. the class of objects of \( \mathsf{Mog}(TH) \) is \( \mathsf{Mog}(TH) \) and the morphisms are those embeddings

\[
h : \mathcal{G}_0 \rightharpoonup \mathcal{G}_1
\]

which are (i) strong embeddings on the \( \langle M_n; Bw \rangle \) reducts and are (ii) surjective on the sets of photon-like lines (i.e. \( h[L_0^{P_n}] = L_1^{P_n} \)), unless \( \mathcal{G}_0 \) is the empty model.

\[\triangleright\]

**Definition A.2.3** \[\text{Pax}^+ \overset{\text{def}}{=} \text{Pax}^+ + \text{Ax}(\text{diswind}).\]

\[\triangleright\]

The functions \( \mathcal{M}, \mathcal{G}, \mathcal{M}_o, \mathcal{G}_o \) are defined on the objects of the categories \( \mathsf{Ge}(\text{Pax}^+_+) \), \( \mathsf{Mod}(\text{Pax}^+_+) \), \( \mathsf{Mog}(\text{lopag}) \), \( \mathsf{Mod}(\text{Wax}) \), respectively. In the following definition we extend these functions to the morphisms. In this way we obtain functors

\[
\begin{align*}
\mathcal{M} : & \mathsf{Ge}(\text{Pax}^+_+) \to \mathsf{Mod}(\text{Pax}^+_+), & \mathcal{G} : & \mathsf{Mod}(\text{Pax}^+_+) \to \mathsf{Ge}(\text{Pax}^+_+), \\
\mathcal{M}_o : & \mathsf{Mog}(\text{lopag}) \to \mathsf{Mod}(\text{Wax}), & \mathcal{G}_o : & \mathsf{Mod}(\text{Wax}) \to \mathsf{Mog}(\text{lopag}).
\end{align*}
\]

**Definition A.2.4 (the functors \( \mathcal{M}, \mathcal{G}, \mathcal{M}_o, \mathcal{G}_o \))**

To define a functor, one has to define what it does with the objects and what it does with the morphisms (of the category in question). On the objects \( \mathcal{M}, \mathcal{G}, \mathcal{M}_o, \mathcal{G}_o \) agree with \( \mathcal{M}, \mathcal{G}, \mathcal{M}_o, \mathcal{G}_o \), respectively. It remains to define our functors on the morphisms.

\( \mathcal{M} \). For every morphism \( h : \mathcal{G}_0 \rightharpoonup \mathcal{G}_1 \) of \( \mathsf{Ge}(\text{Pax}^+_+) \) we will define the morphism \( \mathcal{M}(h) : \mathcal{M}(\mathcal{G}_0) \rightharpoonup \mathcal{M}(\mathcal{G}_1) \) of \( \mathsf{Mod}(\text{Pax}^+_+) \), see the left-hand side of Figure 135. Since the definition looks somewhat “longish” we note that it we will do the “natural thing” (following the structure of the definition of \( \mathcal{M} \)). Let \( h : \mathcal{G}_0 \rightharpoonup \mathcal{G}_1 \) be a morphisms of \( \mathsf{Ge}(\text{Pax}^+_+) \), i.e. \( \mathcal{G}_0 = \langle M_0, \ldots \rangle \), \( \mathcal{G}_1 = \langle M_1, \ldots \rangle \in \mathsf{Ge}(\text{Pax}^+_+) \) and \( h \) is an embedding satisfying the conditions in the definition of the category \( \mathsf{Ge}(\text{Pax}^+_+) \), i.e. in Def.A.2.2(iii). Then \( h \) is a tuple \( \langle h_M, h_F, h_L \rangle \) with \( h_M : M_0 \rightharpoonup M_1 \), \( h_F : F_0 \rightharpoonup F_1 \) and \( h_L : L_0 \rightharpoonup L_1 \). Further, \( \mathcal{M}(\mathcal{G}_0) = \langle B_0, \ldots \rangle \), \( \mathcal{M}(\mathcal{G}_1) = \langle B_1, \ldots \rangle \in \mathsf{Mod}(\text{Pax}^+_+) \) by Prop.4.5.41 (p.313). Then \( \mathcal{M}(h) := \langle \mathcal{M}(h)_B, \mathcal{M}(h)_F, \mathcal{M}(h)_G \rangle \), where \( \mathcal{M}(h)_B : B_0 \to B_1, \mathcal{M}(h)_F : F_0 \to F_1 \) and \( \mathcal{M}(h)_G : G_0 \to G_1 \) are defined as follows. To define \( \mathcal{M}(h)_B \) let \( b \in B_0 \). Then either \( b = \langle o, e_0, \ldots, e_{n-1} \rangle \in \text{Obs}_0 \subseteq \mathcal{P}_{n+1} \) for some \( o, \ldots, e_{n-1} \) or \( b \notin \mathcal{P}_0 \). Now,

\[
\mathcal{M}(h)_B(b) \overset{\text{def}}{=} \begin{cases} \\
\langle h_M(o), h_M(e_0), \ldots, h_M(e_{n-1}) \rangle & \text{if } b = \langle o, e_0, \ldots, e_{n-1} \rangle \in \text{Obs}_0 \\
h_L(b) & \text{if } b \notin \mathcal{P}_0.
\end{cases}
\]
\( \mathcal{M}(h)_B \) takes observers to observers and photons to photons. \( \mathcal{M}(h)_F \) is defined to be \( h_F \) and \( \mathcal{M}(h)_G \) is naturally induced by \( \mathcal{M}(h)_F \), i.e. \( \mathcal{M}(h)_G : \text{Eucl}(\mathfrak{g}_0) \rightarrow \text{Eucl}(\mathfrak{g}_1) \) is defined by \( \ell \mapsto \mathcal{M}(h)_F[\ell] \).

We will prove as Claim A.2.5(i) that \( \mathcal{M}(h) : \mathcal{M}(\mathfrak{g}_0) \rightarrow \mathcal{M}(\mathfrak{g}_1) \) is indeed a morphism of \( \text{Mod}(\text{Pax}^+ \downarrow) \), moreover that \( \mathcal{M} : \text{Ge}(\text{Pax}^+ \downarrow) \rightarrow \text{Mod}(\text{Pax}^+ \downarrow) \) is a functor.

\( \mathcal{G} \). For every morphism \( f : \mathfrak{g}_0 \rightarrow \mathfrak{g}_1 \) of \( \text{Mod}(\text{Pax}^+ \downarrow) \) we will define the morphism \( \mathcal{G}(f) : \mathcal{G}(\mathfrak{g}_0) \rightarrow \mathcal{G}(\mathfrak{g}_1) \), see the right-hand side of Figure 135. Let \( f : \mathfrak{g}_0 \rightarrow \mathfrak{g}_1 \) be a morphism of \( \text{Mod}(\text{Pax}^+ \downarrow) \), i.e. \( \mathfrak{g}_0 = \langle B_0, \ldots \rangle, \mathfrak{g}_1 = \langle B_1, \ldots \rangle \in \text{Mod}(\text{Pax}^+ \downarrow) \) and \( f \) is an embedding satisfying the conditions in the definition of the category \( \text{Mod}(\text{Pax}^+ \downarrow) \), i.e. in Def.A.2.2(i). Then \( f \) is a tuple \( \langle f_B, f_F, f_G \rangle \) with \( f_B : B_0 \rightarrow B_1, f_F : F_0 \rightarrow F_1 \) and \( f_G : G_0 \rightarrow G_1 \). Further, \( \mathcal{G}(\mathfrak{g}_0) = \langle \mathfrak{m}_0, \ldots \rangle, \mathcal{G}(\mathfrak{g}_1) = \langle \mathfrak{m}_1, \ldots \rangle \in \text{Ge}(\text{Pax}^+ \downarrow) \).

Then \( \mathcal{G}(f) = \langle \mathcal{G}(f)_M, \mathcal{G}(f)_F, \mathcal{G}(f)_L \rangle \), where \( \mathcal{G}(f)_M \subseteq M_0 \times M_1, \mathcal{G}(f)_F : F_0 \rightarrow F_1 \) and \( \mathcal{G}(f)_L \subseteq L_0 \times L_1 \) are defined as follows. Let \( \langle \alpha_0, \alpha_1 \rangle \in L_0 \times L_1 \) and \( \langle \beta_0, \beta_1 \rangle \in L_0 \times L_1 \) Then

\[
\langle \alpha_0, \alpha_1 \rangle \in \mathcal{G}(f)_L
\]

\[
(\exists m \in \text{Obs}_0)(\exists p \in ^n F_0) \left( w_m(p) = \alpha_0 \land w_{f_B(m)}(\tilde{f}_F(p)) = \alpha_1 \right).
\]

Further

\[
\langle \beta_0, \beta_1 \rangle \in \mathcal{G}(f)_L
\]

\[
(\exists m \in \text{Obs}_0) \left( \left( \exists i \in n \right) (\beta_0 = w_m[\tilde{f}_B(i)] \land \beta_1 = w_{f_B(m)}[\tilde{f}_B(i)]^* \lor 
(\exists ph \in \text{Ph}) (\beta_0 = w_m[t_{r_B(m)}(ph)] \land \beta_1 = w_{f_B(m)}[tr_{f_B(m)}(f_B(ph))] \right).
\]

\( \mathcal{G}(f)_F \) is defined to be \( f_F \).

We will prove as Claim A.2.5(ii) that \( \mathcal{G}(f) : \mathcal{G}(\mathfrak{g}_0) \rightarrow \mathcal{G}(\mathfrak{g}_1) \) is indeed a morphism of \( \text{Ge}(\text{Pax}^+ \downarrow) \), moreover that \( \mathcal{G} : \text{Mod}(\text{Pax}^+ \downarrow) \rightarrow \text{Ge}(\text{Pax}^+ \downarrow) \) is a functor.

\(^{760}\)The first \( \tilde{x}_i \) is the \( i \)-th coordinate axis in \( ^n F_0 \) while the second \( \tilde{x}_i \) is the \( i \)-th coordinate axis in \( ^n F_1 \).
\( \mathcal{M} \). For every morphism \( h : \mathcal{G}_0 \rightarrow \mathcal{G}_1 \) of \( \text{Mog(lopag)} \) we will define the morphism \( \mathcal{M}(h) : \mathcal{M}(\mathcal{G}_0) \rightarrow \mathcal{M}(\mathcal{G}_1) \) of \( \text{Mod(Wax)} \). Let \( h : \mathcal{G}_0 \rightarrow \mathcal{G}_1 \) be a morphism of \( \text{Mog(lopag)} \), i.e. \( \mathcal{G}_0 = \langle M_0, \ldots \rangle \), \( \mathcal{G}_1 = \langle M_1, \ldots \rangle \in \text{Mog(lopag)} \) and \( h \) is an embedding satisfying the conditions in the definition of the category \( \text{Mog(lopag)} \), i.e. in Def.A.2.2(iii). Then \( h \) is a pair \( \langle h_M, h_L \rangle \) with \( h_M : M_0 \rightarrow M_1 \) and \( h_L : L_0 \rightarrow L_1 \). Further, \( \mathcal{M}(\mathcal{G}_0) = \langle B_0, \ldots \rangle \), \( \mathcal{M}(\mathcal{G}_1) = \langle B_1, \ldots \rangle \in \text{Mod(Wax)} \) by Thm.4.5.57. Then \( \mathcal{M}(h) := \langle \mathcal{M}(h)_B, \mathcal{M}(h)_F, \mathcal{M}(h)_C \rangle \) where \( \mathcal{M}(h)_B : B_0 \rightarrow B_1 \), \( \mathcal{M}(h)_F \subseteq F_0 \times F_1 \) and \( \mathcal{M}(h)_C \subseteq G_0 \times G_1 \) are defined as follows. \( \mathcal{M}(h)_B \) is defined analogously to the case of \( \mathcal{M} \), i.e. as follows. Let \( b \in B_0 \). Then either \( b = \langle o, e_0, \ldots, e_n-1 \rangle \in \text{Obs}_0 \subseteq n^+M_0 \), for some \( o, \ldots, e_n-1 \) or \( b \in \text{Ph}_0 = I^\text{Ph}_0 \). Now,

$$\mathcal{M}(h)_B(b) := \begin{cases} \langle h_M(o), h_M(e_0), \ldots, h_M(e_n-1) \rangle & \text{if } b = \langle o, e_0, \ldots, e_n-1 \rangle \in \text{Obs}_0 \\ h_L(b) & \text{if } b \in \text{Ph}_0. \end{cases}$$

To define \( \mathcal{M}(h)_F \) let \( \langle p, q \rangle \in F_0 \times F_1 \). In the definition below, we will use \( F_0, F_1, \mathcal{G}_0, \mathcal{G}_1 \) which were introduced in Definitions 4.5.31 (p.306) and 4.5.55 (p.327). Then,

$$\langle p, q \rangle \in \mathcal{M}(h)_F \iff (\exists p' \in p)(\exists q' \in q) \left( p_j(i(q')) = h_M(p_j(i(q'))), \text{ for all } i \in 3 \right).$$

\( \mathcal{M}(h)_C \) is induced by \( \mathcal{M}(h)_F \) the natural way, cf. the definition of \( \mathcal{M}(h)_C \) in item \( \mathcal{M} \) above.

We will prove as Claim A.2.5(iii) that \( \mathcal{M}(h) : \mathcal{M}(\mathcal{G}_0) \rightarrow \mathcal{M}(\mathcal{G}_1) \) is indeed a morphism of \( \text{Mod(Wax)} \), moreover that \( \mathcal{M} : \text{Mog(lopag)} \rightarrow \text{Mod(Wax)} \) is a functor.

\( \mathcal{G} \). For every morphism \( f : \mathcal{M}_0 \rightarrow \mathcal{M}_1 \) of \( \text{Mod(Wax)} \) we will define the morphism \( \mathcal{G}(f) : \mathcal{G}(\mathcal{M}_0) \rightarrow \mathcal{G}(\mathcal{M}_1) \) of \( \text{Mog(lopag)} \). Let \( f : \mathcal{M}_0 \rightarrow \mathcal{M}_1 \) be a morphism of \( \text{Mod(Wax)} \), i.e. \( \mathcal{M}_0 = \langle B_0, \ldots \rangle \), \( \mathcal{M}_1 = \langle B_1, \ldots \rangle \in \text{Mod(Wax)} \) and \( f \) is an embedding satisfying the conditions in the definition of the category \( \text{Mod(Wax)} \), i.e. in Def.A.2.2(i). Further, \( \mathcal{G}(\mathcal{M}_0) = \langle M_0, \ldots \rangle \), \( \mathcal{G}(\mathcal{M}_1) = \langle M_1, \ldots \rangle \in \text{Mog(lopag)} \) by Thm.4.5.57. We define the morphism

$$\mathcal{G}(f) : \mathcal{G}(\mathcal{M}_0) \rightarrow \mathcal{G}(\mathcal{M}_1)$$

of \( \text{Mog(lopag)} \) to be \( \langle G(f)_M, G(f)_L \rangle \), where \( G(f)_M \) and \( G(f)_L \) are defined as in item \( \mathcal{G} \) above.

We will prove as Claim A.2.5(iv) that \( \mathcal{G}(f) : \mathcal{G}(\mathcal{M}_0) \rightarrow \mathcal{G}(\mathcal{M}_1) \) is indeed a morphism, moreover that \( \mathcal{G} : \text{Mod(Wax)} \rightarrow \text{Mog(lopag)} \) is a functor.

Claim A.2.5 below serve to prove correctness of Def.A.2.4 above.

Claim A.2.5 (\( \mathcal{M}, \mathcal{G}, \mathcal{M}, \mathcal{G} \) are functors)

(i) \( \mathcal{M} : \text{Ge(Pax}_+^{\lor}) \rightarrow \text{Mod(Pax}_+^{\lor}) \) is a functor.

(ii) \( \mathcal{G} : \text{Mod(Pax}_+^{\lor}) \rightarrow \text{Ge(Pax}_+^{\lor}) \) is a functor.

(iii) \( \mathcal{M} : \text{Mog(lopag)} \rightarrow \text{Mod(Wax)} \) is a functor.
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(iv) \( \mathcal{G} \circ \mathcal{M} : \text{Mod}(\text{Wax}) \rightarrow \text{Mod}(\text{lopag}) \) is a functor.

The proof is available from the author. □

Next, we recall the notion of adjoint pair of functors from category theory e.g., from Mac Lane [159]. For this, first we introduce the notion of a reflection and coreflection in Def. A.2.6 below. We will use the notion of a subcategory in the usual way, cf. e.g. Mac Lane [159].

**Definition A.2.6 (reflection, coreflection)** Let \( \mathcal{C} \) and \( \mathcal{D} \) be two categories.

(i) Assume \( \mathcal{D} \) is a subcategory of \( \mathcal{C} \). Let \( A \in \text{Ob} \mathcal{C} \).

(a) \( B \in \text{Ob} \mathcal{D} \) is called the **reflection** of \( A \) in \( \mathcal{D} \) iff \( B \) is the “nearest” object to \( A \) in \( \mathcal{D} \), i.e., iff there is a morphism \( f : A \rightarrow B \) which is the shortest one in the following sense:

\[
(\forall B' \in \text{Ob} \mathcal{D})(\forall f' \in \text{hom}(A, B'))(\exists! g \in \text{hom}(B, B')) f \circ g = f',
\]

see the left top picture in Figure 136.

(b) \( B \in \text{Ob} \mathcal{D} \) is called a **coreflection** of \( A \) in \( \mathcal{D} \) iff there is a morphism \( f : B \rightarrow A \) which is the shortest one in the following sense:

\[
(\forall B' \in \text{Ob} \mathcal{D})(\forall f' \in \text{hom}(B', A))(\exists! g \in \text{hom}(B', B)) g \circ f = f',
\]

see the right top figure in Figure 136.

(ii) Assume \( \mathcal{C} : \mathcal{D} \rightarrow \mathcal{C} \) is a functor. Let \( A \in \text{Ob} \mathcal{C} \).

(a) \( B \in \text{Ob} \mathcal{D} \) is called a **reflection** of \( A \) in \( \mathcal{D} \) iff \( B \) is the nearest object to \( A \) in \( \mathcal{D} \), i.e., there is a morphism \( f : A \rightarrow \mathcal{C}(B) \) which is the shortest one in the following sense:

\[
(\forall B' \in \text{Ob} \mathcal{D})(\forall f' \in \text{hom}(A, \mathcal{C}(B')))(\exists! g \in \text{hom}(B, B')) f \circ \mathcal{C}(g) = f',
\]

see the left bottom picture in Figure 136.

The morphism \( f : A \rightarrow \mathcal{C}(B) \) above is called the **\( \mathcal{C} \)-reflection arrow** of the object \( A \).

(b) \( B \in \text{Ob} \mathcal{D} \) is called a **coreflection** of \( A \) in \( \mathcal{D} \) iff there is a morphism \( f : \mathcal{C}(B) \rightarrow A \) which is the shortest one in the following sense:

\[
(\forall B' \in \text{Ob} \mathcal{D})(\forall f' \in \text{hom}(\mathcal{C}(B'), A))(\exists! g \in \text{hom}(B', B)) \mathcal{C}(g) \circ f = f',
\]

see the right bottom picture in Figure 136.

The morphism \( f : \mathcal{C}(B) \rightarrow A \) above is called the **\( \mathcal{C} \)-coreflection arrow** of the object \( A \). ▼
Figure 136: Reflection and coreflection.

Figure 137: \((\mathcal{M}, \mathcal{G})\) is an adjoint pair of functors, under certain conditions.
Definition A.2.7 (adjoint situation)\textsuperscript{762}
Let $\mathcal{C}$ and $\mathcal{D}$ be two categories and let

\[(*) \quad C : \mathcal{D} \rightarrow \mathcal{C} \text{ and } D : \mathcal{C} \rightarrow \mathcal{D} \]

be two functors. Then $(\mathcal{C}, D)$ is called an \textit{adjoint pair} iff for every $A \in \text{Ob}\mathcal{C}$, $D(A)$ is the reflection of $A$ in $\mathcal{D}$ and for every $B \in \text{Ob}\mathcal{D}$, $C(B)$ is the coreflection of $B$ in $\mathcal{C}$, cf. Figure 137.

Further, we say that $(*)$ above is an \textit{adjoint situation} iff $(\mathcal{C}, D)$ is an adjoint pair of functors. \hfill \triangle

Definition A.2.8 \quad $\text{Pax}^{++}_+ \overset{\text{def}}{=} \text{Pax}^{++} + \text{Ax}$(diswind). \hfill \triangle

For the following conjectures recall that $\mathcal{M}$, $\mathcal{G}$, $\mathcal{Mo}$, $\mathcal{Go}$ are functors by Claim A.2.5 (p.A-10).

Conjecture A.2.9 We strongly conjecture that (i) and (ii) below hold.

(i) $\mathcal{M} : \text{Ge}(\text{Pax}^{++}_+) \rightarrow \text{Mod}(\text{Pax}^{++}_+)$ and $\mathcal{G} : \text{Mod}(\text{Pax}^{++}_+) \rightarrow \text{Ge}(\text{Pax}^{++}_+)$ is an adjoint situation,\textsuperscript{763} cf. Figure 137.

(ii) $\mathcal{Mo} : \text{Mog}(\text{lopag}^+) \rightarrow \text{Mod}(\text{Wax}^+)$ and $\mathcal{Go} : \text{Mod}(\text{Wax}^+) \rightarrow \text{Mog}(\text{lopag}^+)$ is an adjoint situation. \hfill \triangle

Let $f : A \rightarrow B$ be a morphism of the category $\mathcal{C}$. We call $f$ an \textit{isomorphism} (of $\mathcal{C}$) if

\[(\exists g \in \text{hom}(B,A))(f \circ g \text{ and } g \circ f \text{ are identity morphisms}),\]


Definition A.2.10 (equivalence of categories)\textsuperscript{764}
The categories $\mathcal{C}$ and $\mathcal{D}$ are called \textit{equivalent} iff there is an adjoint pair of functors

\[C : \mathcal{D} \rightarrow \mathcal{C} \text{ and } D : \mathcal{C} \rightarrow \mathcal{D} \]

such that the following holds. For every object $A$ of $\mathcal{C}$ the $\mathcal{C}$-reflection arrow is an isomorphism and the same holds for the $\mathcal{D}$-coreflection arrows of objects $B \in \text{Ob}\mathcal{D}$. In such situations the pair $(\mathcal{C}, \mathcal{D})$ of functors is called an \textit{equivalence of categories} (\text{C} and $\mathcal{D}$).\textsuperscript{765} \hfill \triangle

\textsuperscript{761}We could call this $f$ intuitively $\mathcal{D}$-reflection arrow.

\textsuperscript{762}We refer to e.g. Mac Lane [159] for the “official” definition of adjointness. Cf. also Adámek [1, p. 138–148, (sub-section 3F)], and Adámek-Herrlich-Strecker [2, pp. 283-300] where a large number of mathematical applications/examples of adjointness and what we call here duality theories is given.

\textsuperscript{763}In accordance with our Convention 4.5.2 (p.283) here we are talking about the restrictions of $\mathcal{M}$ and $\mathcal{G}$ to $\text{Ge}(\text{Pax}^{++}_+)$ and $\text{Mod}(\text{Pax}^{++}_+)$. We will use this convention throughout the present appendix.

\textsuperscript{764}We refer to e.g. Mac Lane [159] or Adámek et al [2, p.26, Def.3.33] for the “official” definition of equivalence of categories. Officially a functor $F : \mathcal{C} \rightarrow \mathcal{D}$ is an equivalence iff it is a bijection on every hom$(A,B)$, i.e. $F : \text{hom}_\mathcal{C}(A,B) \rightarrow \text{hom}_\mathcal{D}(F(A), F(B))$, and it is surjective with respect to isomorphisms.

\textsuperscript{765}An adjoint situation $(\mathcal{C}, \mathcal{D})$ could be called a \textit{Galois-adjoint situation} iff $\text{Rng}(\mathcal{C})$ and $\text{Rng}(\mathcal{D})$ are categories and $(\mathcal{C}, \mathcal{D})$ is an equivalence between categories $\text{Rng}(\mathcal{C})$ and $\text{Rng}(\mathcal{D})$. The so obtained notion could be considered as a special kind of adjoint situations and at the same time as a generalization of Galois connections.
Conjecture A.2.11 We strongly conjecture that $\text{Mod}(Th)$ and $\text{Ge}(Th)$ are equivalent categories, and $(\mathcal{M}, \mathcal{G})$ is an equivalence between these two categories, assuming $n > 2$ and $Th \models \text{Bax}^{\oplus} + \text{Ax}((\text{Triv})^{-} + \text{Ax}((||)^{-} + \text{Ax}(\text{eqtime}) + \text{Ax}(\text{ext}) + \text{Ax}(\ominus) + \text{Ax}(\sqrt{\_}) + \text{Ax}(\text{diswind}))$.

In connection with the above conjecture cf. Thm.4.3.38 (p.261) saying that $\text{Mod}(Th)$ and $\text{Ge}(Th)$ are definitionally equivalent, assuming the assumptions of the above conjecture. Thm.4.3.38 already implies isomorphism, hence equivalence, between categories $\text{Mod}(Th)$ and $\text{Ge}(Th)$ if we choose elementary embeddings as morphisms, cf. p.281.

Before stating our next conjecture we note the following. Consider the functor $\mathcal{G} : \text{Mod}(\text{Pax}^{++}_\dashv) \rightarrow \text{Ge}(\text{Pax}^{++}_\dashv)$. Then $\mathcal{G}$ is surjective in the sense that $\text{Rng}(\mathcal{G})$ is $\text{Ge}(\text{Pax}^{++}_\dashv)$ up to isomorphism. This holds for any $Th$ with $Th \models \text{Pax}^{++}_\dashv$ in place of $\text{Pax}^{++}_\dashv$.

Conjecture A.2.12 We strongly conjecture that (i) and (ii) below hold.

(i) Consider the functors $\mathcal{M} : \text{Ge}(\text{Pax}^{++}_\dashv) \rightarrow \text{Mod}(\text{Pax}^{++}_\dashv)$ and $\mathcal{G} : \text{Mod}(\text{Pax}^{++}_\dashv) \rightarrow \text{Ge}(\text{Pax}^{++}_\dashv)$. Then $\text{Rng}(\mathcal{M})$ is a category and $\text{Rng}(\mathcal{M})$ and $\text{Ge}(\text{Pax}^{++}_\dashv)$ are equivalent categories, and $(\mathcal{M}, \mathcal{G} \upharpoonright \text{Rng}(\mathcal{M}))$ is an equivalence between these two categories.

(ii) Consider the functors $\mathcal{M}_0 : \text{Mog}(\text{lolog}^+) \rightarrow \text{Mod}(\text{Wax}^+)$ and $\mathcal{G}_0 : \text{Mod}(\text{Wax}^+) \rightarrow \text{Mog}(\text{lolog}^+)$. Then $\text{Rng}(\mathcal{M}_0)$ and $\text{Rng}(\mathcal{G}_0)$ are equivalent categories and $(\mathcal{M}_0 \upharpoonright \text{Rng}(\mathcal{G}_0), \mathcal{G}_0 \upharpoonright \text{Rng}(\mathcal{M}_0))$ is an equivalence between these two categories.

Items (i) of Conjectures A.2.9 and A.2.12 together say that $(\mathcal{M}, \mathcal{G})$ is a Galois-adjoint situation in the sense of footnote 765, assuming $\text{Pax}^{++}_\dashv$; while items (ii) of the same conjectures say that $(\mathcal{M}_0, \mathcal{G}_0)$ is a Galois-adjoint situation, assuming $\text{Wax}^+$ and $\text{lolog}^+$. Cf. also the intuitive text on p.328 above Conjecture 4.5.58 together with Remark A.1.7 and compare them with Conjectures A.2.9, A.2.12.

For the idea of systematically extending the duality theories studied herein to “category theoretic adjoint situations” we refer to AMN [18] p.1095 (Exercise 6.6.85) and to related parts therein.

Notation A.2.13 Let $A$ be a set and let $\tau(x)$ be a term with input variable $x$, defined for $x \in A$. Recall that then $f := \langle \tau(x) : x \in A \rangle$ denotes a function $f : A \rightarrow \text{Rng}(f)$, cf. p.2 where we used $\text{expr}$ in place of $\tau$.

We will use the intuitive notation $\tau(-)$ for denoting this function $f$. I.e.

$$\tau(-) := \langle \tau(x) : x \in A \rangle.$$ 

This notation is somewhat under-specified since $A$, i.e. the domain of $\tau(-)$, is not explicitly indicated. This intuitive notation $\tau(-)$ comes from category theory. Cf. also the notational convention $g(-, y, z)$ above Def.4.3.35 (partial derivative) on p.518 (in §4.3) of AMN [18]. That convention is the same as the present one (with some extra parameters added).

$\langle$
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Connections between adjoint situations, Galois connections, and other duality theories:

Before getting started, we note that Remark A.1.1 (p.A-1) is also about our present subject.

Assume that in our category \( \mathcal{C} \) there is at most one morphism between any two objects, i.e. assume \( |\text{hom}(A, B)| \leq 1 \) is valid in \( \mathcal{C} \). Then \( \mathcal{C} \) becomes a pre-ordering. (Hint: We use \( A \leq B \) to denote \( \text{hom}(A, B) \neq \emptyset \).) Assume the same for category \( \mathcal{D} \). Then functors \( \mathcal{C} \colon \mathcal{C} \to \mathcal{D} \) and \( \mathcal{D} \colon \mathcal{D} \to \mathcal{C} \) become order preserving mappings between pre-orderings \( \mathcal{C} \) and \( \mathcal{D} \). Then it is a natural question to ask which pairs \((f, g)\) of order preserving mappings between pre-orderings \( P, Q \) are actually adjoint situations. Translating the definition of adjoint situations way above (from the language of categories to that of pre-orderings) gives us a natural answer to this question. Assume for simplicity that our pre-orderings are actually partial orderings (posets for short). Then \((f, g)\) forms an adjoint pair iff \((*)\) below holds.

\[
\begin{align*}
(f(p) &= \inf \{ q \in Q : p \leq g(q) \} \\
g(q) &= \sup \{ p \in P : q \geq f(p) \}.
\end{align*}
\]

Actually, we note that \((*)\) works for characterizing adjointness even in the more general case of pre-orderings, too. More precisely, if we want \((*)\) to work for pre-orderings too, then it is enough to replace “\( f(p) = \inf \{ \ldots \} \)” by “\( f(p) \) is a smallest element”\(^{66}\) of the set \( \{ q \in Q : p \leq g(q) \} \)” and similarly for “\( g(q) = \sup \{ \ldots \} \)”.

Summing it up, \((*)\) is the order-theoretic counterpart of adjointness. The paper Andréka-Greechie-Strecker [13] discusses and investigates equivalent versions and applications of (order-theoretic) adjointness of the form \((*)\) above. In that paper \((*)\) shows up in the fourth line beginning with “If \((f, g)\) is such a pair, then \( f(p) = \ldots \).” (This is the second, equivalent definition they give for order-theoretic adjointness.) They call an (order-theoretic) adjoint pair \((f, g)\) satisfying \((*)\) a residuated-residual pair. Among other things, they show that residuated-residual pairs are equivalent with Galois connections. They discuss the connections with Galois theory, too. Residuatedness plays an extremely important role in many branches of algebra, in sophisticated duality theories, and in Algebraic Logic. One of the slogans in a large part of Algebraic Logic says that all extra Boolean operators in Algebraic Logic are residuated.\(^{67}\) Cf. e.g. Jónsson-Tarski [142], Jónsson [141], Jónsson-Tsinakis [143], Thompson [258, p.340] and Jipsen-Jónsson-Rafter [140] and the references in the latter. Actually, Birkhoff in his famous Lattice Theory book [47] introduces relation algebras as “residuated Boolean lattices” (where we note that relation algebras are one of the main themes in the literature of Tarskian Algebraic Logic). In passing we note that the residual \( g \) of \( f \) is very strongly related to what is called the conjugate \( f \) in a large part of abstract algebra, cf. e.g. Jónsson [141, pp. 129-130], Thompson [258, p.340] and Henkin-Monk-Tarski [120, Part I, p.175]. If our posets are Boolean algebras then for any mapping \( g \) its dual\(^{68}\) \( g^\circ \) is also defined. Now, if \((f, g)\) are residuated then \( g^\circ \) is exactly the conjugate of \( f \). I.e. the conjugate of \( f \) is the dual \( g^\circ \) of the residual \( g \) of \( f \) Therefore, conjugates of mappings are extremely close to residuals of mappings, e.g. in

\(^{66}\) In pre-orderings, \( x \) is a smallest element of \( H \) iff \( x \in H \) and \( (\forall y \in H) x \leq y \).

\(^{67}\) An operator \( f \) on a Boolean algebra, or more generally a function \( f \colon \text{pre-order} \to \text{pre-order} \) is called residuated iff it is part of a residuated-residual pair \((f, g)\). Then \( g \) is called the residual of \( f \). (We could call \( g \) the “right residual” of \( f \) and \( f \) the “left residual” of \( g \), but we do not do this e.g. because it would cause confusion with the slashes to be discussed soon [the slashes are called left and right residuals of \( f \).] In passing we note that the area we are discussing is known as “Boolean algebras with operators”, or more recently as lattices with operators, cf. e.g. Bahl et al. [39]. The originators and promoters of this area are e.g. Tarski, Jónsson, van Benthem and other classics of mathematical logic. It is sometimes useful to think of the residual \( g \) of \( f \) as a kind of quasi-inverse (w.r.t. the pre-ordering \( \leq \)) of \( f \). Hence \( f \) is residuated iff it is quasi-invertible w.r.t. the pre-order in question.

\(^{68}\) \( g^\circ (x) := -g(-x) \)
the case of Boolean algebras the two concepts are term-definable from each other.\footnote{Though the residual of \(f\) is its quasi-inverse, the conjugate of \(f\) is not a quasi-inverse (but the dual of a quasi-inverse). E.g. if \(c\) is a complemented \((c(-c(x)) = -c(x))\) \textit{closure} operator on a Boolean algebra (cf. Fig.104) then \(c\) is its own conjugate, cf. Henkin-Monk-Tarski [120, Part I, p.175], while the residual \(c^0\) of \(c\) is the interior operator \(c^0(x) = -c(-x)\) naturally corresponding to \(c\).}

(More generally, the mathematical idea of a “conjugate” in general is strongly related to the idea of a residual pair, i.e. of an adjoint situation.) In the literature of Algebraic Logic and in that of Sub-structural Logics (e.g. Lambek calculus, linear logic etc.) the residuals of any fixed “central” binary operation, say \(\circ\), are denoted by the slashes /, \(\langle,\rangle\) while the conjugates of the same central operation are denoted by the triangles \(\triangleleft,\triangleright\), cf. Andréka-Mikulás [28], Jipsen-Jónsson-Rafter [140], Marx-Venema [186], van Benthem [265, pp. 194, 195, 230, 231], [267, p.246] and Bals-Cole-Galatos-Jipsen-Tsinakis [39].\footnote{In this paper, though the residuals “/”, “\(\langle,\rangle\)” are defined, the lattice we are working in is not required even to be distributive.}

The paper Andréka et al. [13] discusses further important applications and variants of adjointness of the form \((\ast)\) above. About this subject cf. also our next section on Algebraic Logic. The present subject is continued in a broader perspective in the part entitled “On the importance … duality theories” on pp. 1098–1105 of AMN [18].

Madarász-Németi [176] solves a classical, distinguished problem (Problem 2.10 of Henkin-Monk-Tarski [120, Part I (1971)]), using the level of abstraction of Boolean algebras with operators (BAO’s for short) mentioned several times above implicitly. In the literature the above outlined area involving residuation, conjugates, the slashes /, \(\langle,\rangle\), \(\circ\) etc. (related e.g. to Lambek calculus, linear logic) is often referred to as BAO-theory [because it goes back to the historical paper Jónsson-Tarski [142] (entitled BAO’s) the abstract of which appeared in 1948]. Madarász [165] refutes a conjecture in the original 1952 version of the historic paper Jónsson-Tarski [142].\footnote{The conjecture in question says that all BAO’s are term-definitionally equivalent with normal BAO’s. Methodological consequences of this conjecture are the conjectures that (i) the representation theory of normal BAO’s provides a representation theory of all BAO’s, and (ii) the theory of normal BAO’s provides a theory for all BAO’s hence investigating non-normal BAO’s is superfluous. These (i),(ii)) were also disproved, cf. e.g. Thm.3.6 (pp.79-80) in [165]. But cf. also the remark mentioning Goldblatt on p.78 immediately above § 3 therein. (Cf. also items 5.6, 5.12, 5.17 there.) Naming the refuted conjecture in the 1952 version of [142] remained implicit in [165] (for certain considerations). The refutation of the conjecture in question is discussed in more detail in Andréka-Madarász-Németi-Sain [27], items (*2), 3.13-3.15.}

This was a conjecture which influenced the development of BAO theory and modal logic until the publication of [165] in a kind of misleading way.\footnote{The conjecture itself was removed from the new version of the paper but the formulation of its methodological conclusions remained there, cf. [142, p.379 lines 10-7 bottom up].} After this, [165] elaborates (i) a syntax-semantics duality theory for not necessarily normal modal logics, and (ii) a representation theory for all BAO’s (including non-normal ones).

\textit{On the importance, “omnipresence” and literature of duality theories:}

For a discussion of this subject we refer to AMN [18] pp. 1098-1105, but here we also note the following.

Further examples, applications, explanations and motivation for duality theories i.e. adjointness can be found in the following references. Most of the expository works on categories emphasize that adjoint situations (hence duality theories) are extremely important for (almost) the whole of mathematics and that besides this they turn out to be a successful vehicle for unifying and deepening mathematical thought.\footnote{Typical examples of this are e.g. Lawvere [153], Mac Lane [159] (but almost all the remaining references say this with differences only in emphasis).} Cf. Guitart [111], Mac Lane [159], Goldblatt [101], Handbook of Categorical Algebra [50], Barr-Wells [41, §1.9, p.}
A.3 Algebraic logic as a duality theory

There is a methodological connection here with algebraic logic (for the latter cf. e.g. Madarász [170], Andréka-Németi-Sain [31]), Madarász [161], [165], [164], [167], Madarász-Sayed [178] as follows.

In algebraic logic, a logical system $\mathcal{L}$ is a tuple $\mathcal{L} = \langle Fm, \ldots, \vdash \rangle$ which, in some sense, is close to a certain intuitive conception of logic. Then a function $\text{Alg}$ is defined which with each logic $\mathcal{L}$ associates a class $\text{Alg}(\mathcal{L})$ of algebras. The idea is that $\text{Alg}(\mathcal{L})$ is a mathematically more streamlined object than $\mathcal{L}$, while $\mathcal{L}$ is closer to a certain intuition. Therefore it is worthwhile to develop a so-called duality theory “Logical systems” $\iff$ “Classes of algebras” which enables us to “translate” problems and results in both directions cf. Andréka-Németi-Sain [31], and Madarász [170].

For discussing the case of our present theory, let $\mathcal{G}$ and $\mathcal{M}$ be the functions as defined above. Then our frame models $\mathcal{M}$ are in analogy with logical systems $\mathcal{L}$, $\mathcal{M} \overset{\mathcal{G}}{\longrightarrow} \mathcal{G}_\mathcal{M}$ is in analogy with the function $\mathcal{L} \mapsto \text{Alg}(\mathcal{L})$ and $\mathcal{M}$ is in analogy with the construction of

\footnotesize
50–63]. Freyd-Scedrov [88], Adámek et al. [2, 3], Varadarajan [268], Lawvere-Schanuel [156], Nel [201], Pelletier-Rosicky [210], Dimov-Tholen [72], Janelidze [139], Davey-Priestley [67], Marx [185, Fig.1.2 (p.12) and §2.2 (… “duality theory”)] and Mikulás [191, §1.3 “Bridge between…” (p.18)]. Several examples of application of duality theories and similar algebraic ideas in physics can be found in Shafarevich [233] cf. e.g. Example 2 in §21 or Example 8 in §5, or the parts on groups of symmetry and laws of nature, or on elementary particles and group representations in §18 item E, or the Galois theory of linear differential equations in §18 item B.

The study of duality theories is an active, fruitful and steadily growing branch of mathematics and mathematical physics nowadays. To illustrate this we mention only (i-v) below.

(i) The duality between not-necessarily normal Boolean algebras with operators (non-normal BAO’s for short) on the one side and partial Kripke-frames on the other was discovered only recently\(^{774}\), cf. Madarász [165]. This duality extends to a duality for non-normal modal logics with modalities of higher ranks. (Cf. e.g. Marx-Venema [186] or Blackburn et al. [48] for the latter.) Further duality results relevant to the present work are in Madarász [161, 164, 166, 170].

(ii) The results in the very recent Hirsch-Hodkinson book [129] contains new developments on dualities under the name “representation theorems”. (iii) The recent duality paper Goldblatt [103]. (iv) Makkai’s duality for ultra-categories and first-order-logic theories [179]. (v) As further illustration that duality theories are dynamically evolving with applications in physics, we include here a small sample of further references: Stinespring [239], Sankaran [229], Joyal-Street [144], Schauenburg [230], Gootman-Lazar [105].

As we indicated in Remark A.1.1 item (II), footnote 753 on p.A-2 herein, and in footnote 1077 on p.1079 of AMN [18] the application areas range from geometry, analysis, algebra, through to sheaves, computability, logic and other things.

\footnotesize
\(^{774}\)but already receives applications e.g. in connection with partial correctness of programs
\(^{775}\)This methodology has been further refined in Madarász [161, 165, 164, 166]. Its algebraic “side” has been further explored in Madarász [163, 167], Madarász-Sayed [178].
a logical system from a class of algebras (which we did not recall from Algebraic Logic). Indeed, as in the case of algebraic logic, \( \mathcal{M} \) is also close to a certain intuitive picture of bodies, motion, observation etc, while \( \mathfrak{S}_{\mathcal{M}} \) is a mathematically more streamlined object. (Just as our geometries \( \mathfrak{S}_{\mathcal{M}} (\mathcal{M} \in \text{Mod}(Th)) \) form a category the natural way, the same applies to the \( \text{Alg}(\mathcal{L})'s \) [for \( \mathcal{L} \in \text{Logics} \). I.e. the \( \text{Alg}(\mathcal{L})'s \) form a category.) In this connection cf. the observational/theoretical distinction in the introduction to Chapter 4, e.g., p.129.

To pursue the analogy, for many logics, \( \text{Alg}(\mathcal{L}) \) is a class of cylindric algebras (e.g. this is the case for classical first-order logic). It is customary to investigate “reducts” of \( \text{Alg}(\mathcal{L}) \) e.g. a certain reduct of \( \text{Alg}(\mathcal{L}) \) is a class of Boolean algebras, while another is a class of distributive lattices. The experience is that investigating these reducts helps us in understanding the behavior of \( \text{Alg}(\mathcal{L}) \) and even the original object \( \mathcal{L} \) itself. In analogous manner, in relativity theory it seems to be interesting to investigate reducts of \( \mathfrak{S}_{\mathcal{M}} \) one \( \mathfrak{S}_{\mathcal{M}}^1 = \langle M_n, L; L^T, L^\text{Ph}, L^S, \in, \prec, Bw, \perp, T \rangle \) of which is obtained by omitting \( g \) and \( \text{eq} \) while another one \( \mathfrak{S}_{\mathcal{M}}^2 = \langle M_n, L; L^T, L^\text{Ph}, L^S, \in, \prec, Bw, \perp \rangle \) is obtained by omitting (or forgetting) \( g, T \) and \( \text{eq} \).

A point to make here is the observation that none of the two worlds (that of \( \mathcal{L} \) and that of \( \text{Alg}(\mathcal{L}) \)) is better than the other. The useful and illuminating thing is that we can move between the two (without making one superior to the other). Similar observation applies here to \( \mathcal{M} \) and \( \mathfrak{S}_{\mathcal{M}} \), the important thing is that we can reconstruct one from the other (i.e. move between them) without thinking that one is superior and the other should be forgotten forever. Recent results in the above kind of algebraic logic, relevant to the present work, are in e.g. Madarász [161, 165, 164, 166, 163, 170, 167], Madarász-Némethi [176], Andréka-Madarász-Némethi [23].

Applications of duality theories to definability theory (as used in the present work) are e.g. in Madarász [167, 164, 166, 163], Madarász-Sayed [178], Hoogland [134].

The connections between our duality theories, representation theorems\(^{776}\), adjoint functors and the subject of the logical connections between physical and mathematical theories will be further discussed in a later work (cf. [171]). But we emphasize already here the following: Duality theories, adjoint situations, representation theorems are different words for the same thing. One uses different words for putting the emphasis on different aspects of the (same) subject.\(^{777}\)

\(^{776}\)cf. e.g. Madarász [165] for a representation theorem in this spirit

\(^{777}\)Baez [38], too, treats duality theories, representation theorems and adjointness as belonging together. He also writes about these concepts being important for physics.
List of axioms and axiom systems

Convention: In this list the axiom systems (i.e. theories) to be recalled will be boxed in. The only purpose of this is to make searching in the list easier.

(1) Main axiom systems

\( \text{Basax} \) \( \overset{\text{def}}{=} \{ \text{Ax}1, \text{Ax}2, \text{Ax}3, \text{Ax}4, \text{Ax}5, \text{Ax}6, \text{AxE} \} \) (cf. p.23, where:

\text{Ax}1 \quad G = \text{Eucl}(n, F), \text{p.18}.

\text{Ax}2 \quad \text{Obs} \cup \text{Ph} \subseteq \text{Ib}, \text{p.20}.

\text{Ax}3 \quad (\forall h \in \text{Ib})(\forall m \in \text{Obs}) \, \text{tr}_m(h) \in G, \text{p.20}.

\text{Ax}4 \quad (\forall m \in \text{Obs}) \, \text{tr}_m(m) = \vec{t}, \text{p.20}.

\text{Ax}5 \quad (\forall m \in \text{Obs})(\forall \ell \in G) \left( \text{ang}^2(\ell) < 1 \Rightarrow (\exists k \in \text{Obs}) \ell = \text{tr}_m(k) \right) \text{ and }

\text{ang}^2(\ell) = 1 \Rightarrow (\exists ph \in \text{Ph}) \ell = \text{tr}_m(ph), \text{p.22}.

\text{Ax}6 \quad (\forall m, k \in \text{Obs}) \, \text{Rng}(w_m) = \text{Rng}(w_k), \text{p.22}.

\text{AxE} \quad (\forall m \in \text{Obs})(\forall ph \in \text{Ph}) \, v_m(ph) = 1, \text{p.23}.

\( \text{Newbasax} \) \( \overset{\text{def}}{=} (\text{Basax} \setminus \{ \text{Ax}6, \text{Ax}3, \text{AxE} \}) \cup \{ \text{Ax}6_{00}, \text{Ax}6_{01}, \text{Ax}3_0, \text{AxE}_0 \} = \{ \text{Ax}1, \text{Ax}2, \text{Ax}3_0, \text{Ax}4, \text{Ax}5, \text{Ax}6_{00}, \text{Ax}6_{01}, \text{AxE}_0 \} \) (cf. p.191 of AMN [18] and p.122 herein), where:

\text{Ax}6_{00} \quad (\forall m, k \in \text{Obs}) \, w_m[\text{tr}_m(k)] \subseteq \text{Rng}(w_k), \text{p.110}.

Intuitively, observer \( k \) sees all those events which are seen by another observer \( m \) on \( k \)’s life-line.

\text{Ax}6_{01} \quad (\forall m, k \in \text{Obs}) \, \text{Dom}(f_{mk}) \in \text{Open}, \text{p.110 herein and p.190 of AMN [18]}.

\text{Ax}3_0 \quad (\forall h \in \text{Ib}) \, (\text{tr}_m(h) \in G \cup \{0\} \land (\exists k \in \text{Obs})\text{tr}_k(h) \neq \emptyset), \text{p.109}.

\text{AxE}_0 \quad (\forall m \in \text{Obs})(\forall ph \in \text{Ph}) (\text{tr}_m(ph) \neq \emptyset \Rightarrow v_m(ph) = 1), \text{p.191 of AMN [18]}.

\( m \overset{\circ}{\to} b \overset{\text{def}}{=} \text{tr}_m(b) \neq \emptyset, \text{p.110}.

\( \text{Bax} \) \( \overset{\text{def}}{=} (\text{Newbasax} \setminus \{ \text{Ax}5, \text{AxE}_0 \}) \cup \{ \text{Ax}5_{\text{Obs}}, \text{Ax}5_{\text{Ph}}, \text{AxE}_0, \text{AxE}_1 \} = \{ \text{Ax}1, \text{Ax}2, \text{Ax}3_0, \text{Ax}4, \text{Ax}5_{\text{Obs}}, \text{Ax}5_{\text{Ph}}, \text{Ax}6_{00}, \text{Ax}6_{01}, \text{AxE}_0, \text{AxE}_0 \} \) (cf. p.219 of AMN [18] and also p.121 herein), where:

\text{Ax}5_{\text{Obs}} \quad (\exists ph)(\forall \ell) \left( m \overset{\circ}{\to} ph \land [\text{ang}^2(\ell) < v_m(ph) \Rightarrow (\exists k)\ell = \text{tr}_m(k)] \right), \text{p.218 of AMN [18]}.

\text{Ax}5_{\text{Ph}} \quad \text{ang}^2(\ell) = v_m(ph) \Rightarrow (\exists ph)\ell = \text{tr}_m(ph), \text{p.219 of AMN [18]}.
\[
\text{AxE}_{00} \quad (m \rightarrow ph_1, ph_2) \Rightarrow v_m(ph_1) = v_m(ph_2), \text{ p.218 of AMN [18].}
\]

\[
\text{AxE}_{01} \quad v_m(ph) \neq 0, \text{ p.115.}
\]

\[
\text{Flxbasax} \overset{\text{def}}{=} \text{Bax} + \text{AxE}_{02} = \\
\{ \text{Ax1, Ax2, Ax3, Ax4, Ax5}_{\text{Obs}}, \text{Ax5}_{\text{Ph}}, \text{Ax6}_{00}, \text{Ax6}_{01}, \text{AxE}_{00}, \text{AxE}_{01}, \text{AxE}_{02} \} \quad \text{(cf. p.428 of AMN [18] and p.121 herein), where:}
\]

\[
\text{AxE}_{02} \quad (\forall m, k \in \text{Obs})(\forall ph, ph_1 \in \text{Ph}) \\
[ (m \rightarrow ph \land k \rightarrow ph_1) \Rightarrow v_m(ph) = v_k(ph_1)], \text{ p.427 of AMN [18].}
\]

\[
\text{Bax}^- \overset{\text{def}}{=} \text{Bax} \setminus \{ \text{Ax5}_{\text{Obs}}, \text{Ax5}_{\text{Ph}}, \text{AxE}_{00} \} \cup \{ \text{Ax5}_{\text{Obs}}, \text{Ax5}_{\text{Ph}}, \text{AxP1} \} = \\
\{ \text{Ax1, Ax2, Ax3, Ax4, Ax5}_{\text{Obs}}, \text{Ax5}_{\text{Ph}}, \text{Ax6}_{00}, \text{Ax6}_{01}, \text{AxP1}, \text{AxE}_{01} \} \quad \text{(cf. p.479 of AMN [18] and p.117 herein), where:}
\]

\[
\text{AxP1} \quad \text{Intuitively, starting out from one point } p \text{ of space-time, in every direction (forwards) there is at most one \"speed of light\" (i.e. photon-trace), formally:}
\]

\[
(\forall m \in \text{Obs})(\forall ph_1, ph_2 \in \text{Ph})(\forall d \in \text{directions})^{778} \quad ((ph_1 \text{ and } ph_2 \text{ are moving forwards in direction } d \text{ as seen by } m \text{ and } tr_m(ph_1) \cap tr_m(ph_2) \neq \emptyset) \Rightarrow
\]

\[
tr_m(ph_1) = tr_m(ph_2), \text{ p.115.}
\]

\[
\text{Ax5}_{\text{Ph}} \quad \text{Intuitively, from any point } p \text{ of space-time in any direction there is a photon moving forwards in that direction, cf. Fig.138 (p.477) of AMN [18], formally:}
\]

\[
(\forall m \in \text{Obs})(\forall p \in nF)(\forall d \in \text{directions})(\exists ph \in \text{Ph}) \\
[p \in tr_m(ph) \land (ph \text{ is moving forwards in direction } d \text{ as seen by } m)],
\]

\[
p.115.
\]

\[
\text{Ax5}_{\text{Obs}} \quad \text{Intuitively: Let us fix an observer } m, \text{ a direction } d, \text{ and a point } p \text{ of space-time. We will speak about things moving forwards in direction } d \text{ through point } p \text{ as seen by } m \text{ (without mentioning all this data). Assume there is a photon moving in direction } d. \text{ Then there is a photon in the same direction which is limiting in the following sense: For all speeds less than this limiting photon, there is an observer moving with this speed, cf. Fig.139 (p.478) of AMN [18]. Formally:}
\]

\[
(\forall m \in \text{Obs})(\forall p \in nF)(\forall d \in \text{directions}) \\
\left( (\exists \lambda \in F)(0 \leq \lambda < v_m(ph) \Rightarrow (\exists k \in \text{Obs})(p \in tr_m(k) \land v_m(k) = \lambda \land
\right.
\]

\[
(k \text{ is moving forwards in direction } d \text{ as seen by } m)) \right), \text{ p.117.}
\]

\[
\text{Pax} \overset{\text{def}}{=} \{ \text{Ax1, Ax2, Ax3, Ax4, Ax5}_{\text{Obs}}^{--}, \text{Ax6}_{00}, \text{Ax6}_{01} \} \quad \text{(cf. p.482 of AMN [18] and p.109 herein) where:}
\]

\[
^{778}\text{Let us recall that directions are (nonzero) space-vectors, i.e. } \text{directions} = n^{-1}F \setminus \{0\}, \text{ cf. p.108.}
\]
**List of Axioms and Axiom Systems**

**Ax1, Ax2, Ax3₀, Ax4, Ax6₀₀, Ax6₀₁** have already been listed.

**Ax5₁** - Intuitively, for each direction $d$ there is a positive $\lambda$ such that through any point there are observers moving forwards in direction $d$ with all speeds smaller than $\lambda$. More precisely, for any observer $m$ and for any plane $P$ parallel with $\ell$ there is $\lambda \in +F$ such that for any straight line $\ell$ in $P$, with $\ang^2(\ell) < \lambda$, $\ell$ is the trace of an observer (as seen by $m$, of course). In other words:

$$(\forall m \in \text{Obs})(\forall d \in \text{directions})(\forall p \in nF)(\exists \lambda \in +F)$$

$$\forall q \in nF\left[\text{space}(p) - \text{space}(q) = \delta \cdot d \text{ for some } \delta \in F \Rightarrow (\forall 0 \leq \varepsilon < \lambda) \right] \quad (\exists k \in \text{Obs})(k \text{ moves forwards in direction } d \text{ with speed } \varepsilon \text{ and } q \in tr_m(k))\],$$

p.109.

* * *

Assume **Ax1, Ax2, Ax3₀, AxP1**. Let $m \in \text{Obs}$. Then

$$c_m : nF \times \text{directions} \rightarrow F \cup \{\infty\}$$

is a partial function such that $c_m(p, d)$ is defined iff $m$ sees a photon at point $p$ moving forwards in direction $d$, and $c_m(p, d)$ is the speed of this photon,\(^{779}\) cf. p.116 herein and pp. 473, 535 of AMN [18].

Let $Th$ be one of our theories such that $Th \models \{ \text{Ax1, Ax2, Ax3₀, AxP1} \}$. Then

**$Th^\oplus$** $\equiv$ $Th \cup c_m(p, d) < \infty$, p.117.

Next, we turn to listing the Reichenbachian versions of our theories. For this we recall some notation.

Assume **Bax⁻**. By Thm.4.3.17 (p.488) of AMN [18], the speed $c_m(p, d)$ does not depend on $p$. This motivates the following:

$$c_m(d) \equiv c_m(\vec{0}, d),$$

cf. p.488 of AMN [18]. Intuitively, $c_m(d)$ is the (square of the) speed of light in direction $d$ as seen by observer $m$.

**Notation:** Let $m \in \text{Obs}$ and $d \in \text{directions}$. Then

$$T_m(d) \equiv \begin{cases} \frac{1}{\sqrt{c_m(d)}} & \text{if } 0 \neq c_m(d) < \infty, \\ \infty & \text{if } c_m(d) = 0, \\ 0 & \text{if } c_m(d) = \infty, \end{cases}$$

cf. p.555 of AMN [18]. $T_m(d)$ is the reciprocal of the “speed of light”, i.e. it is the time needed for a photon to cover the unit distance in direction $d$ (as seen by observer $m$).

**Reich₀(Bax)** $\equiv$ **Bax⁻** + $R(\text{AxE₀₀})$ (cf. p.562 of AMN [18]), where

$R(\text{AxE₀₀})$ **Ax(√⁻)** and

$$(\forall d, d_1 \in \text{directions})[T_m(d) + T_m(-d) = T_m(d_1) + T_m(-d_1)],$$

p.557 of AMN [18].

\(^{779}\)There is only one such speed because of **AxP1**.
\[ \text{Reich}_0(\text{Flxbasax}) \overset{\text{def}}{=} \text{Bax}^- + \text{R}(\text{AxE}_0^2) \] (cf. p.562 of AMN [18]), where

\[ \text{R}(\text{AxE}_0^2) \ (\forall m, k \in \text{Obs})(\forall d, d_1 \in \text{directions})
T_m(d) + T_m(-d) = T_k(d_1) + T_k(-d_1), \text{ and Ax}(\sqrt{ }), \text{p.557 of AMN [18}].

\[ \text{Reich}_0(\text{Newbasax}) \overset{\text{def}}{=} \text{Bax}^- + \text{R}(\text{AxE}) \] (cf. p.562 of AMN [18]), where

\[ \text{R}(\text{AxE}) \ Ax(\sqrt{ }) \text{ and } 
(\forall m \in \text{Obs})(\forall d \in \text{directions})T_m(d) + T_m(-d) = 2, \text{p.557 of AMN [18].}

\[ \text{Reich}_0(\text{Basax}) \overset{\text{def}}{=} \text{Reich}_0(\text{Newbasax}) + \text{Ax6}, \text{p.562 of AMN [18}].

Let \( T \in \{ \text{Bax}, \text{Flxbasax}, \text{Newbasax}, \text{Basax} \} \). Then

\[ \text{Reich}(T) \overset{\text{def}}{=} \text{Reich}_0(T) + \text{R}_\Delta(E) \] (cf. p.576 of AMN [18]), where

\[ \text{R}_\Delta(E) \ (\forall m \in \text{Obs})(\exists r \in F)(\forall d_1, d_2, d_3 \in \text{directions}) \left[ d_1 + d_2 + d_3 = 0 \Rightarrow \right. \\
|d_1| \cdot T_m(d_1) + |d_2| \cdot T_m(d_2) + |d_3| \cdot T_m(d_3) = 0 \left. \right] \text{, p.574 of AMN [18].}

(2) Axioms concerning the direction of flow of time

The binary relation \( m \uparrow k \subseteq \text{Obs} \times \text{Obs} \) is defined as follows.

\[ m \uparrow k \overset{\text{def}}{=} f_{km}(1_t) > f_{km}(0_t), \text{p.176.} \]

Intuitively, \( m \uparrow k \) means that \( m \) sees \( k \)'s clock running forwards. Cf. p.176. Further, if \( m, k \in \text{Obs} \) then \( m \text{ STL } k \) means that \( m \) sees \( k \) moving more slowly than light (cf. p.91).

\[ \text{Ax}(\uparrow) \ (\forall m, m' \in \text{Obs}) \ (tr_m(m') = \bar{t} \Rightarrow m \uparrow m'), \text{p.296 of AMN [18].} \]

\[ \text{Ax}(\uparrow\uparrow) \ (\forall m, k \in \text{Obs})m \uparrow k, \text{p.176.} \]

\[ \text{Ax}(\uparrow\uparrow_0) \ (\forall m, k \in \text{Obs}) (m \overset{\ominus}{\rightarrow} k \rightarrow m \uparrow k), \text{p.176.} \]

\[ \text{Ax}(\uparrow\uparrow_{00}) \ (\forall m, k \in \text{Obs}) (m \text{ STL } k \rightarrow m \uparrow k), \text{p.176.} \]
(3) Auxiliary axioms

Recall that

\[ \text{Triv} = \{ f : f \text{ is an isometry of } nF \text{ and } f(1_t) - f(0) = 1_t \}, \]

cf. p.81.

\( \text{Ax(Triv)} \) \((\forall m \in \text{Obs})(\forall f \in \text{Triv})(\exists k \in \text{Obs}) f_{mk} = f, \) p.82.

\( \text{Ax(Triv)}^{-} \) Assume we are given an observer \( m \) and a \( \text{Triv} \) transformation \( f \) that leaves the time-axis fixed. Then \( m \) has a brother, call it \( k \), such that \( m \) thinks that (i) the coordinate axes of \( k \) are the \( f \)-images of the original coordinate axes \( \bar{x}_i \), and (ii) the clock of \( k \) runs forwards, formally:

\[(\forall m \in \text{Obs})(\forall f \in \text{Triv})(f[\bar{t}] = \bar{t} \Rightarrow (\exists k \in \text{Obs})(\forall i \in n)(f_{km}[\bar{x}_i] = f[\bar{x}_i] \land m \uparrow k)), \]

p.157.

\( \text{Ax(\parallel)} \) \((\forall m, k \in \text{Obs} \cap \text{Ib}) (t_{m}(k) \parallel \bar{t} \Rightarrow (f_{mk} \text{ is an isometry})), \)

p.82.

\( \text{Ax(\parallel)}^{-} \) \((\forall m, k \in \text{Obs} \cap \text{Ib}) (t_{m}(k) = \bar{t} \Rightarrow (f_{mk} = h \circ I, \text{ for some expansion } h \text{ and isometry } I)), \]

p.167.

\( \text{Ax(✓)} \) \((\forall 0 < x \in F)(\exists y \in F) y^2 = x, \) p.55.

\( \text{Ax(rc)} \) (Axiom schema for real-closed fields)

\[ \text{Ax(✓)} + \{ \phi_{2n+1} : n \in \omega \}, \]

where

\[ (\phi_n) \quad \forall x_0 \ldots \forall x_n \exists y \left[ x_n \neq 0 \rightarrow (x_0 + x_1 \cdot y + \ldots + x_n \cdot y^n = 0) \right], \]

p.301 of AMN [18].

\( \text{Ax(diswind)} \) (Axiom of disjoint windows)

\[(\forall m, k \in \text{Obs} \cap \text{Ib}) [(m \rightarrow ph \land k \rightarrow ph) \Rightarrow m \rightarrow k], \]

p.157.

(4) Axioms concerning measuring distances

\( \text{Ax(eqtime)} \) Observers with common life-line agree on time-like distances, i.e.

\[(\forall m, m' \in \text{Obs}) \left( t_{m}(m') = \bar{t} \Rightarrow (\forall p, q \in \bar{t}) |p - q| = |f_{mm'}(p) - f_{mm'}(q)| \right), \]

p.77.

\( \text{Ax(eqspace)} \) Observers agree on spatial distances, i.e.

\[(\forall m, k \in \text{Obs})(\forall p, q \in nF) \left( (p_t = q_t \land f_{mk}(p)_t = f_{mk}(q)_t) \Rightarrow |p - q| = |f_{mk}(p) - f_{mk}(q)| \right), \]

p.83.

\( \text{Ax(eqmq)} \) Inertial observers agree on distances, i.e.

\[(\forall m, k \in \text{Obs} \cap \text{Ib})(\forall i, j \in n)(\forall p, q \in \bar{x}_i)(\forall p', q' \in \bar{x}_j) \left( (w_m(p) = w_k(p') \land w_m(q) = w_k(q')) \Rightarrow |p - q| = |p' - q'| \right), \]

p.145.
(5) Axiom systems Pax⁺, Pax⁺⁺, Pax⁺⁺⁺, Wax, Wax⁺

\[ \text{Ax(Bw)} \ (\forall m, k \in \text{Obs}) [m \xrightarrow{\varphi} k \Rightarrow (f_{mk} \text{ is betweenness preserving})], \text{p.289}. \]

\[ \text{Ax} \heartsuit \quad B = \text{Obs} \cup \text{Ph}, \text{p.125}. \]

\[ \text{Ax(} \infty \phi \text{)} \ (\forall m \in \text{Obs}) (\forall \phi, \phi' \in \text{Ph}) \left( [\tilde{0} \in \text{tr}_m(\phi) \cap \text{tr}_m(\phi')] \land (\phi \text{ and } \phi' \text{ move in the same direction as seen by } m) \land v_m(\phi) = \infty] \Rightarrow v_m(\phi') = \infty \right), \text{p.289}. \]

Intuitively, no observer can emit simultaneously in the same direction two photons one with infinite speed and the other one with finite speed.

\[ \text{Ax(} \text{ext} \text{)} \ (\forall m, k \in \text{Obs}) [w_m = w_k \Rightarrow m = k] \land \\
(\forall b, b_1 \in B \setminus \text{Obs})(\forall m \in \text{Obs}) [\text{tr}_m(b) = \text{tr}_m(b_1) \Rightarrow b = b_1], \text{p.125}. \]

\[ \text{Ax(} \text{Ph} \text{)} \ (\forall m \in \text{Obs})(\forall p \in F)(\exists \phi_1, \phi_2 \in \text{Ph}) \text{tr}_m(\phi_1) \cap \text{tr}_m(\phi_2) = \{p\}, \text{p.328}. \]

\[ \text{Pax}^+ \overset{\text{def}}{=} \text{Pax} + \text{AxE}_{01} + \text{Ax(Bw)} + \text{Ax(} \infty \phi \text{)} + \\
\left( [\text{Ax(} \text{eqtime} \text{)} \land (\forall m, k \in \text{Obs})(\forall 0 < i \in \omega) \text{tr}_m(k) \neq \tilde{\xi}_i] \lor \text{Ax(} \text{eqm} \text{)} \right), \text{p.289}. \]

\[ \text{Pax}^{++} \overset{\text{def}}{=} \text{Pax}^+ + \text{Ax} \text{(eqm)} + \text{Ax} \text{(ext)} + \text{Ax} \heartsuit, \text{p.A-4}. \]

\[ \text{Pax}^+ \overset{\text{def}}{=} \text{Pax}^+ + \text{Ax} \text{(diswind)}, \text{p.A-8}. \]

\[ \text{Pax}^{++} \overset{\text{def}}{=} \text{Pax}^{++} + \text{Ax} \text{(diswind)}, \text{p.A-13}. \]

\[ \text{Wax} \overset{\text{def}}{=} \{ \text{Ax}1, \text{Ax}2, \text{Ax}3, \text{Ax}4, \text{Ax}6, \text{Ax} \text{(Bw)}, \text{Ax} \text{(Ph)} \}, \text{p.328}. \]

\[ \text{Wax}^+ \overset{\text{def}}{=} \text{Wax} + \text{Ax} \text{(ext)} + \text{Ax} \heartsuit + \text{Ax(} \infty \phi \text{)} + (\forall m, k)(f_{mk} \in \text{Afr}), \text{p.A-4}. \]

(6) Symmetry axioms

\[ \text{Ax(simm}_0 \text{)} \ (\forall m, k \in \text{Obs})(\exists m', k' \in \text{Obs}) \\
\left( \text{tr}_m(m') = \text{tr}_k(k') = \tilde{t} \land f_{mk} = f_{k'm'} \right), \text{p.75}. \]

Ax(simm) is defined to be \text{Ax(simm}_0 \text{)} + \text{Ax(} \text{eqtime} \text{)}, \text{p.77}.\]

\[ \text{Ax(syt}_0 \text{)} \ (\forall m, k \in \text{Obs}) (\text{tr}_m(k) \neq \emptyset) \Rightarrow \\
(\forall p \in \tilde{t}) [f_{mk}(p)_t - f_{mk}(\tilde{0})_t] = [f_{km}(p)_t - f_{km}(\tilde{0})_t], \text{p.81}. \]

\[ \text{Ax(syt}_00 \text{)} \ (\forall m, k \in \text{Obs}) [f_{mk}(\tilde{0}) = \tilde{0}] \Rightarrow [f_{mk}(1_t)_t = f_{km}(1_t)_t], \text{p.90}. \]

\[ \text{Ax(syt}^* \text{)} f_{mk}(\tilde{0}) = \tilde{0} \Rightarrow f_{mk}(1_t)_t = f_{km}(1_t)_t, \text{p.721 of AMN [18]}. \]
Ax(syx)* \((m, k \text{ are in pre-standard configuration})\) \Rightarrow \|f_{mk}(1_x)x\| = \|f_{km}(1_x)x\|, p.725 of AMN [18].

\textbf{Ax(speedtime)} \((\forall m, k, m', k' \in \text{Obs}) (v_m(k) = v_{m'}(k')) \Rightarrow \\
(\forall p \in \bar{t}) \left| f_{mk}(p) - f_{mk}(\bar{0})_t \right| = \left| f_{m'k'}(p) - f_{m'k'}(\bar{0})_t \right|, p.83.

Ax□1 \((\forall m, k, m' \in \text{Obs})(\exists k' \in \text{Obs}) f_{mk} = f_{m'k'}, p.87.

Ax□2 \((\forall m, k, m', k' \in \text{Obs})(tr_m(k) = tr_{m'}(k') \Rightarrow \\
\text{there is an isometry } N \text{ of } ^n\mathbf{F} \text{ such that } N[\bar{t}] \parallel \bar{t} \text{ and } f_{mk} = f_{m'k'} \circ N), p.350 \text{ of AMN [18].}

AxΔ1 \((\forall m, k \in \text{Obs})(\exists k' \in \text{Obs})(tr_m(k) = tr_{m'}(k') \land f_{mk} = f_{k'm}), p.351 \text{ of AMN [18].}

AxΔ2 \((\forall m, k \in \text{Obs}) \text{ (there is an isometry } N \text{ of } ^n\mathbf{F} \text{ such that } \\
N[\bar{t}] \parallel \bar{t} \text{ and } f_{mk} = N \circ f_{km} \circ N), p.351 \text{ of AMN [18].}

Ax(\omega)^0 \text{ is defined to be the disjunction of the following symmetry axioms: } Ax(syto), 
Ax(sympm), Ax(speedtime), AxΔ1+Ax(eqtime), AxΔ2, Ax□1+Ax(eqtime), 
Ax□2, p.180.

Ax(\omega)^00 \text{ is defined to be the disjunction of the following symmetry axioms: } Ax(\omega)^0, 
Ax(eqspace), Ax(eqm)+Ax(\text{Triv})^{-}, p.180.

Ax(\omega)^t \text{ is defined to be } Ax(\omega)^0+Ax(\text{Triv})^{-}+Ax(\sqrt{}), p.180.

Ax(\omega)^tt \text{ is defined to be } Ax(\omega)^00+Ax(\text{Triv})^{-}+Ax(\sqrt{}), p.180.

Ax(sympm)^t \text{ is defined to be } Ax(sympm)+Ax(\text{Triv})+Ax(||), p.100.

Ax(\omega) \text{ Ax□1} \land \text{Ax□2} \land \text{AxΔ1} \land \text{AxΔ2}, p.351 of AMN [18].

Ax(\omega^-) \text{ Ax□1} \lor \text{Ax□2} \lor \text{AxΔ1} \lor \text{AxΔ2}, p.351 of AMN [18].

(7) Symmetry axioms adequate for Reichenbachian theories

\textbf{R}^+(Ax eqsp) \text{ Intuitively, the thickness of spaceships do not change in the direction orthogonal to movement (cf. pp. 608–614 of AMN [18]), formally: }

\text{Assume } m, k \in \text{Obs such that } m \nrightarrow k. \text{ Assume } P, Q \text{ are parallel planes of } ^n\mathbf{F} \text{ such that they are parallel with both } \bar{t} \text{ and } tr_m(k). \text{ Then }

\text{Eudist}(P, Q) = \text{Eudist}(f_{mk}[P], f_{mk}[Q]), p.614 of AMN [18], where

\text{Eudist}(H, H_1) \overset{\text{def}}{=} \inf \{ \|p - q\| : p \in H \text{ and } q \in H_1 \}.

\text{adm} m \text{ and } k \text{ are said to be in pre-standard configuration iff } f_{mk}(\bar{0}) = \bar{0} \text{ and } f_{mk}[\text{Plane}(\bar{t}, \bar{x})] = \text{Plane}(\bar{t}, \bar{x}). \text{ Cf. }
\text{Def.4.6.5 (p.602) of AMN [18] and Fig.201 (p.603) of AMN [18].}
**R(Ax eqsp)** Intuitively, the thickness of spaceships do not change in the direction orthogonal to movement (cf. pp. 608–614 of AMN [18]), formally:

Assume \( m \) and \( k \) are in pre-standard configuration\(^{781}\). Let \( P \) be a (2-dimensional) plane parallel with Plane\( (\bar{t}, \bar{x}) \). Then the distance between \( P \) and Plane\( (\bar{t}, \bar{x}) \) is the same as the distance between \( f_{mk}[P] \) and \( f_{mk}[\text{Plane}(\bar{t}, \bar{x})] \). Formally,

\[
\text{Eudist}(P, \text{Plane}(\bar{t}, \bar{x})) = \text{Eudist}(f_{mk}[P], f_{mk}[\text{Plane}(\bar{t}, \bar{x})]),
\]

p.611 of AMN [18], where

\[
\text{Eudist}(H, H_1) \overset{\text{def}}{=} \inf \{ \|p - q\| : p \in H \text{ and } q \in H_1 \},
\]

cf. p.609 of AMN [18].

See Fig.205 on p.611 of AMN [18].

**R(Ax syt0)** Intuitively \( m \) and \( k \) literally see, via photons, each other’s clocks slowing down with the same rate, see Fig.207 (p.616) of AMN [18], formally:

\[
(\forall m, k \in \text{Obs}) f_{mk}(\tilde{0}) = \tilde{0} \implies
(\forall p \in \bar{t}) |\text{view}_m(f_{km}(p))| = |\text{view}_k(f_{mk}(p))|,
\]

(cf. p.615) of AMN [18], where

\[
\text{view}_m \overset{\text{def}}{=} \{ (p, q) \in nF \times \bar{t} : p_t < q_t \text{ and } (\exists \phi \in \Phi) p, q \in tr_m(\phi) \},
\]

(cf. Fig.207 (p.615) of AMN [18]).

R(sym) is defined to be R(Ax eqsp) + R(Ax syt0), p.616 of AMN [18].

(8) **Twin paradox**

Let \( m, k \in \text{Obs} \). Then \( m \) STL \( k \) means that \( m \) sees \( k \) moving more slowly than light, cf. p.91.

\( \text{Ax(TwP)} \)

\[
(\forall m, k_1, k_2 \in \text{Obs})(\forall p, q, r \in nF)
\]

\[
\left( m \text{ STL } k_1 \land m \text{ STL } k_2 \land p_t < q_t < r_t \land \right.
\]

\[
\{ p \} = tr_m(m) \cap tr_m(k_1) \land \{ q \} = tr_m(k_1) \cap tr_m(k_2) \land \{ r \} = tr_m(m) \cap tr_m(k_2) \implies
\]

\[
|p_t - r_t| > |f_{mk_1}(p)_t - f_{mk_1}(q)_t| + |f_{mk_2}(q)_t - f_{mk_2}(r)_t|,
\]

(cf. Fig.42 on p.93).

(9) **Axiom systems Specrel, Flxspecrel, BaCo, Compl, NewtK\(^-\), NewtK**

\textbf{Specrel} \overset{\text{def}}{=} \text{Basax} + \text{Ax(symm)}\(^\dagger\), p.100.

\textbf{Flxspecrel} \overset{\text{def}}{=} \text{Bax} + \text{Ax6} + \text{Ax(symm)}\(^\dagger\) + \text{AxE}_0, p.428 of AMN [18].

\textbf{Compl} \overset{\text{def}}{=} \{ \text{Ax(symm)}, \text{Ax}^\odot, \text{Ax}(\dagger), \text{Ax5}^+, \text{Ax}(\text{ext}), \text{Ax}(\text{Triv}_1) \} (\text{cf. p.298 of AMN [18]}),

\text{Ax5}^+ \quad \ell \in \text{SlowEucl} \implies (\exists k \in \text{Obs}) (\ell = tr_m(k) \land m \uparrow k), p.297 of AMN [18].

\textbf{BaCo} \overset{\text{def}}{=} \text{Basax} + \text{Compl}, p.125 herein and p.298 in AMN [18].

\textbf{NewtK\(^-\)} \overset{\text{def}}{=} \text{Bax} + \text{Ax6} + \text{Ax(symm)}\(^\dagger\) + (\forall m \in \text{Obs})c_m = \infty (\text{cf. p.426 of AMN [18]}),

where \( c_m \) is the speed of light for observer \( m \), assuming \text{Bax}.

\textbf{NewtK} \overset{\text{def}}{=} \text{NewtK\(^-\)} + \text{Ax}(\dagger\dagger) + \text{Ax}\odot 1, p.426 of AMN [18].

\(^{781}\)Cf. footnote 780 on p.A-25 for the notion of a pre-standard configuration.
(10) Local versions of our axiom systems for relativity
These axiom systems are introduced to prepare generalization toward general relativity. The key idea is that observer \( m \) uses only a subset \( \text{Dom}(w_m^-) \subseteq F \) for coordinatizing events as this is explained at the end of §3 and in much more detail in AMN [18, §4.9]. The total world-view functions \( w_m \) are replaced with their partial versions \( w_m^- \), where

\[
  w_m^- \overset{\text{def}}{=} \{ (p, e) \in w_m : e \neq \emptyset \}.
\]

This move will cause “partiality” to dominate our local theories. Therefore we use the adjectives “local” and “partial” interchangeably. (“Local” refers more to the philosophical aspects while “partial” to the technical aspects of our approach.) The partial version of \( f_{mk} \) is

\[
  f_{mk}^- \overset{\text{def}}{=} (w_m^-) \circ (w_k^-)^{-1}.
\]

We obtain the local version of an axiom by replacing all \( w_m \)'s in it with their partial versions (the \( w_m^- \)'s) and relativizing the whole axiom to \( \text{Dom}(w_m^-) \) (or to the domains if there were more observers involved). E.g. \textbf{Ax4} said \( tr_m(m) = \tilde{t} \), by relativizing this statement to \( \text{Dom}(w_m^-) \) we obtain its partial version

\[
  \textbf{Ax4}_{\text{par}} \quad tr_m(m) = \tilde{t} \cap \text{Dom}(w_m^-) \neq \emptyset.
\]

\[\text{Loc}(\text{Bax}^-) \]

\[
  \overset{\text{def}}{=} \{ \text{Ax1, Ax2, Ax3}_{\text{par}}, \text{Ax4}_{\text{par}}, \text{Ax5}_{\text{obs}}, \text{Ax5}^\text{par}_{\text{ph}}, \text{Ax6}^\text{par}_{00}, \text{Ax6}^\text{par}_{01}, \text{AxP1, AxE}^\text{par}_{01} \}.
\]

where

\[
  \text{Ax3}^\text{par}_{0} \quad (\forall h \in I)(\exists \ell \in G)\left[ tr_m(h) = \ell \cap \text{Dom}(w_m^-) \quad \text{or} \quad tr_m(h) = \emptyset \right].
\]

\[
  \text{Ax5}_{\text{obs}} \quad \text{Intuitively, everywhere in } \text{Dom}(w_m^-) \text{ in each direction } d \text{ m sees a photon } ph \text{ which is limiting in the sense that for all speeds } v < v_m(ph) \text{ there is an observer } k \text{ moving with speed } v \text{ in direction } d. \text{ Formally:}
\]

\[
  (\forall p \in \text{Dom}(w_m^-)) (\forall d \in \text{directions}) \left[ \left[ (\exists ph \in Ph)(p \in tr_m(ph) \quad \text{and} \quad (ph \text{ is moving forwards in } d \text{ as seen by } m)) \right] \Rightarrow \left[ (\exists ph \in Ph) (p \in tr_m(ph) \quad \text{and} \quad (ph \text{ is moving forwards in } d \text{ as seen by } m)) \quad \land \quad (\forall \lambda \in F)(0 \leq \lambda < v_m(ph) \Rightarrow (\exists k \in Obs)(p \in tr_m(k) \quad \land \quad v_m(k) = \lambda \quad \land \quad (k \text{ is moving forwards in direction } d \text{ as seen by } m))) \right] \right].
\]

\[
  \text{Ax5}_{\text{ph}} \quad \text{Intuitively, everywhere in } \text{Dom}(w_m^-) \text{ there are photons moving forwards, in all directions. Formally:}
\]

\[
  (\forall p \in \text{Dom}(w_m^-)) (\forall d \in \text{directions})(\exists ph \in Ph) \left[ p \in tr_m(ph) \quad \land \quad (ph \text{ is moving forwards in direction } d \text{ as seen by } m) \right].
\]

\[
  \text{Ax6}_{01} \quad (\forall m, k \in Obs) \text{ Dom}(f_{mk}^-) \in \text{Open}.
\]

\[\text{I.e., we replaced } f_{mk} \text{ with } f_{mk}^- \text{ in this axiom.}\]

\[\text{782) Similar preparations are e.g. §4.7 on geodesics, the section on accelerated observers in AMN et al. [24]–[26], and the Reichenbachianizations of our theories in AMN [18, SS4.5–4.7].}\]

\[\text{783) We use “local” in the same sense as Einstein did.}\]
\[ \text{Loc}(\text{Bax}^{-\circ}) = \text{Loc}(\text{Bax}^{-}) + \text{“the speed of photons is not } \infty \text{”} \]

We use the following extra axiom in our local no FTL theorem in Chapter 3. The axiom says that \( f_{mk} \upharpoonright S(p, \varepsilon) \) preserves betweenness both forward and backward, as follows.

\[ \text{Ax}(\text{syBw})^{\text{bar}} \quad (\forall p \in \text{Dom}(f_{mk})) (\exists \varepsilon \in +F) \]
\[ (\forall q, r, s \in S(p, \varepsilon)) \left[ \text{Betw}(q, r, s) \iff \text{Betw}(f_{mk}(q), f_{mk}(r), f_{mk}(s)) \right]. \]

(11) Geometrical axioms and axiom systems

Axioms \( \text{A}_0 - \text{A}_4 \) and \( \text{P}_1, \text{P}_2, \text{Pa} \) below apply to geometries with reducts \( \langle \text{Mn}; \text{Bw} \rangle \) or \( \langle \text{Mn}; \text{coll} \rangle \). In the case of “\( \langle \text{Mn}; \text{Bw} \rangle \)” \( \text{coll} \) is a defined relation, cf. p.159. The new universe (or sort) lines is (explicitly) defined over \( \langle \text{Mn}; \text{coll} \rangle \) on p.297. For \( H \subseteq \text{Mn} \), Plane\(^{\ell}(H) \) is intuitively the “\( n \)-long closure of \( H \) under \text{coll}” (cf. Def.4.2.15 on p.160), where throughout \( n \) is the dimension of our geometry and \( n \geq 2 \).

\[ \text{A}_0 \quad (\forall a, b, c \in \text{Mn})[(\text{coll}(a, b, c) \iff (\exists \ell \in \text{lines}) a, b, c \in \ell], \text{p.298}. \]

\[ \text{A}_1 \quad (\forall a, b \in \text{Mn})(a \neq b \rightarrow (\exists \ell \in \text{lines}) a, b \in \ell), \text{p.298}. \]

\[ \text{A}_2 \quad \text{Intuitively, if } H \text{ is a less than } n + 2 \text{ element subset of } \text{Mn} \text{ then the “}\( n \)-long closure” Plane\(^{\ell}(H) \text{ of } H \text{ under } \text{coll} \text{ will be closed under } \text{coll} \text{, hence the plane Plane}(H) \text{ generated by } H \text{ coincides with Plane}(H) \text{ (cf. Def.4.2.15, p.160), formally:} \]
\[ (\forall H \subseteq \text{Mn}) \]
\[ (|H| \leq n + 1 \land a, b \in \text{Plane}^{\ell}(H) \land \text{coll}(a, b, c) \rightarrow c \in \text{Plane}(H), \text{p.298}. \]

\[ \text{A}_3 \quad \text{Intuitively, if } i \leq n \text{ and } H \text{ is an } i + 1 \text{ element independent subset}^{784} \text{ of } \text{Mn} \text{ then there is exactly one } i\text{-dimensional plane}^{785} \text{ that contains } H, \text{ formally:} \]
\[ (\forall H, H' \subseteq \text{Mn})((|H| = |H'| \leq n + 1 \land (\text{both } H \text{ and } H' \text{ are independent}) \land H \subseteq \text{Plane}^{\ell}(H')) \rightarrow \text{Plane}^{\ell}(H) = \text{Plane}^{\ell}(H'), \text{p.298}. \]

\[ \text{A}_4 \quad \text{Mn is an } n \text{ dimensional plane, p.298}. \]

In connection with axioms \( \text{P}_1, \text{P}_2 \) below we note that the relation of parallelism || on lines is defined the usual way in Def.4.5.16 on p.298.

\[ \text{P}_1 \quad \text{(Euclid’s axiom)} \]
\[ (\forall \ell \in \text{lines})(\forall a \in \text{Mn})(\exists \ell' \in \text{lines})(a \in \ell' \land \ell || \ell'), \text{p.299}. \]

\[ \text{P}_2 \quad (\ell || \ell' \land \ell' || \ell'' \rightarrow \ell || \ell'', \text{p.299}. \]

\[ \text{ag} \equiv \{ \text{A}_0, \text{A}_1, \text{A}_2, \text{A}_3, \text{A}_4, \text{P}_1, \text{P}_2 \}, \text{p.299}. \text{ ag is the axiom system for affine geometries.} \]

For \( a, b, c, d \in \text{Mn} \), the abbreviation \( \langle a, b \rangle || \langle c, d \rangle \) means that \( a \neq b, c \neq d, \) and there are \( \ell, \ell' \in \text{lines} \) such that \( a, b \in \ell, c, d \in \ell' \) and \( \ell || \ell' \), cf. p.300.

\(^{784}\text{Let } H \subseteq \text{Mn}. \text{ H is called independent iff } (\forall \varepsilon \in H) \varepsilon \notin \text{Plane}^{\ell}(H \setminus \{\varepsilon\}) \text{, cf. p.298.} \]

\(^{785}\text{Let } P \subseteq \text{Mn}. \text{ P is called an } i\text{-dimensional iff there is an } i + 1 \text{ element independent subset } H \text{ of } \text{Mn} \text{ such that } \text{Plane}^{\ell}(H) = P, \text{ where for the notion of an independent subset cf. footnote 784. Cf. Def.4.5.15(ii) on p.298.} \)
LIST OF AXIOMS AND AXIOM SYSTEMS

\( \text{Pa} \) (Pappus-Pascal property)
\[
(\forall \ell, \ell' \in \text{lines}) (\forall a, b, c \in \ell \setminus \ell') (\forall a', b', c' \in \ell' \setminus \ell)\\n\quad [ (\langle a, b' \rangle \parallel \langle a', b \rangle \land \langle a, c' \rangle \parallel \langle a', c \rangle) \rightarrow \langle b, c' \rangle \parallel \langle b', c \rangle ],
\]
see Fig. 109, p.300.

\( \text{pag} \) def \( \text{ag} + \text{Pa} \), p.300. \( \text{pag} \) is the axiom system for Pappian affine geometries.

Axioms \( B_1 - B_3 \) below apply to geometries with reducts \( \langle M_n; Bw \rangle \). (\( \text{coll} \) is a defined relation.)

\( B_1 \) \( Bw(a, b, c) \rightarrow (a \neq b \neq c \neq a \land Bw(c, b, a) \land \neg Bw(b, a, c) \) ), p.301.

\( B_2 \) \( a \neq b \rightarrow (\exists c) Bw(a, b, c) \), p.301.

\( B_3 \) (Pasch’s Law)

Intuitively, if a line \( \ell \) lies in the plane determined by a triangle \( abc \), and passes between \( a \) and \( b \) but not through \( c \), then \( \ell \) passes between \( a \) and \( c \), or between \( b \) and \( c \), formally:
\[
(\neg \text{coll}(a, b, c) \land \ell \subseteq \text{Plane}(\{a, b, c\}) \land (\exists d \in \ell) Bw(a, d, b)) \rightarrow
(\exists e \in \ell)(Bw(a, e, c) \lor Bw(b, e, c)),
\]
see Fig. 110 on p.302.

\( \text{opag} \) def \( \text{pag} + \{B_1, B_2, B_3\} \), p.302. \( \text{opag} \) is the axiom system for ordered Pappian affine geometries.

Axioms \( L_1, \ldots, L_10 \) below apply to geometries with reducts
\[
\langle M_n, L; L^T, L^P, L^S, \in, \prec, Bw, \bot_r, eq \rangle.
\]

Further, \( \text{coll} \) is a defined relation and it is defined over \( \langle M_n; Bw \rangle \), cf. p.159, and \( \text{lines} \) is the new sort first-order defined from \( \text{coll} \).

\( L_1 \) \( L \subseteq \text{lines}, \) p.326.

\( L_2 \) \( (\forall a \in M_n)(\exists \ell, \ell' \in L^P) \ell \cap \ell' = \{a\} \), p.326.

\( \text{lopag} \) def \( \text{opag} + L_1 + L_2 \), p.326.

\( L_3 \) \[
[ (a \prec b \land (Bw(a, b, c) \lor Bw(a, c, b))] \rightarrow a \prec c \) \land
[ (a \prec b \land (Bw(c, a, b) \lor Bw(a, c, b))] \rightarrow c \prec b \), p.330.

\( L_4 \) Intuitively, \( eq \) is (very) symmetric, formally:
\[
\langle a, b \rangle eq \langle c, d \rangle \rightarrow (\langle c, d \rangle eq \langle a, b \rangle) \land \langle b, a \rangle eq \langle c, d \rangle \land \langle a, a \rangle eq \langle c, c \rangle), \text{p.330.}
\]

\( L_5 \) \( eq \) is transitive, i.e.
\[
(\langle a, b \rangle eq \langle c, d \rangle \land \langle c, d \rangle eq \langle e, f \rangle) \rightarrow \langle a, b \rangle eq \langle e, f \rangle), \text{p.330.}
\]

\( L_6 \) (For the intuitive meaning of this axiom see Fig. 117 on p.330.)
\[
(\forall \ell, \ell' \in L)(\forall o, e, e', a, a' \in M_n) [\ell \cap \ell' = \{o\} \land e, a \in \ell \land e', a' \in \ell' \land
\langle e, e' \rangle \parallel \langle a, a' \rangle \land \langle o, e \rangle eq \langle o, a' \rangle) \rightarrow \langle o, a \rangle eq \langle o, a' \rangle), \text{p.330.}
\]
L_7 (For the intuitive meaning of this axiom see Fig.118 on p.331.)

\[ (\forall \ell \in L \cup L') (\forall a, b, c, d, e, f \in M_n) \left[ (a, b, c, d, e, f \in M_n) \land \langle a, b \rangle \parallel \langle c, d \rangle \land \langle a, c \parallel \langle b, d \rangle \parallel \langle c, e \parallel \langle d, f \rangle \rangle \rightarrow \langle a, b \parallel c, d \rangle \right], \] p.331.

L_8 \perp_r is symmetric, i.e.

\[ (\forall \ell, \ell' \in L) (\ell \perp_r \ell' \rightarrow \ell' \perp_r \ell), \] p.331.

L_9 \perp_r is closed under parallelism, i.e.

\[ (\forall \ell, \ell, \ell_2 \in L) ((\perp_r \ell_1 \land \ell_1 \parallel \ell_2) \rightarrow \perp_r \ell_2), \] p.331.

L_10 \perp_r is closed under taking limits, p.331.

\[
\text{lopag}^+ \overset{\text{def}}{=} \text{lopag} + L_3 + L_4 + L_5 + L_6 + L_7 + L_8 + L_9 + L_{10}, \text{ p.A-4}
\]

(12) “Speed of light free” axiom systems for relativity

(axioms and axiom systems used in Chapter 5 of AMN [18])

\[
\text{Relnoph}_0 \overset{\text{def}}{=} (\text{Ax1–Ax4})^{786} + \text{Ax6} + \text{Ax} \Box 1 + \text{Ax} \Delta 1 + \text{Ax}(\sqrt{\quad}) + \text{Ax}(\text{Triv}) + \text{Ax}([\parallel]), \text{ p.705 of AMN [18]}. 
\]

Ax(5nop) \quad \forall m, k (\forall \lambda \in +F)[\lambda < v_m(k) \Rightarrow \exists k' (v_m(k') = \lambda)], \text{ p.706 of AMN [18].}

The intuitive idea of Ax(5nop) is that if a certain speed is realized by some observer then the smaller speeds are also realized by some observers.

\[
\text{Relnoph} \overset{\text{def}}{=} \text{Relnoph}_0 + \text{Ax}(5\text{nop}), \text{ p.707 of AMN [18]}. 
\]

Ax(5nop) \quad \forall m (\exists c \in +F)(\forall \lambda \in +F)[\lambda < c \Rightarrow (\exists k) v_m(k) = \lambda], \text{ p.761 of AMN [18].}

Ax(5nop) \quad (\forall m)(\exists c > 0)(\forall \ell)[\text{ang}^2(\ell) < c \Rightarrow (\exists k \in \text{Obs}) \ell = tr_m(k)], \text{ p.763 of AMN [18].}

\[
\text{Relnoph}^- \text{ is obtained from Relnoph by replacing Ax}(5\text{nop}) \text{ with Ax}(5\text{nop})^- , \text{ p.761 of AMN [18]}. 
\]

\[
\text{Bax}^-_{\text{obs}} \overset{\text{def}}{=} \text{Bax}^- \setminus \{\text{Ax5obs}\} + \text{Ax}(5\text{nop})^-, \text{ p.762 of AMN [18]}. 
\]

\[
\text{Relnoph}^{--} \overset{\text{def}}{=} \text{Relnoph}^- \setminus \{\text{Ax} \Delta 1\} + \text{Ax}(\text{symm}), \text{ p.764 of AMN [18]}. 
\]

Assume Ax1, Ax2, Ax3, AxP1. Let \( m \in \text{Obs}. \) Then

\[
c_m : " F \times \text{directions} \rightarrow^o F \cup \{\infty\}
\]

is a partial function such that \( c_m(p, d) \) is defined iff \( m \) sees a photon at point \( p \) moving forwards in direction \( d \), and \( c_m(p, d) \) is the speed of this photon,\(^787\) cf. pp. 473, 535 of AMN [18]. Further, for any \( m \in \text{Obs} \) and \( d \in \text{directions} \)

\[
c_m(\bar{d}) \overset{\text{def}}{=} c_m(\bar{0}, d),
\]

cf. p.488 of AMN [18]. Hence, \( c_m : \text{directions} \rightarrow^o F \cup \{\infty\} \) is a partial function. For axioms and axiom systems not listed here we refer to the Index.

\(^786\) Ax1, Ax2, Ax3, Ax4.

\(^787\) There is only one such speed because of AxP1.
Figure 138: The lattice of our theories introduced so far, where $Th_1 < Th_2$ means $Th_2 + c_m(p, d) < \infty + Ax(\sqrt{\cdot}) \models Th_1$. Some parts of this lattice represent conjectures only (while others are theorems).
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\(\mathfrak{A}(\uparrow\uparrow_0), 176\)

\(\mathfrak{A}(\uparrow\uparrow_{00}), 176\)
\(\mathfrak{A}(\text{mild}), 323\)

\(\mathfrak{A}o_F, 6\)

\(\mathfrak{A}(\omega)^{\dagger}, 180\)
\(\mathfrak{A}(\omega)^{\ddagger}, 180\)

\(\mathfrak{A}5_{\text{Obs}}, 117\)
\(\mathfrak{A}5_{\text{Obs}}^-, 109\)
\(\mathfrak{A}5_{\text{Ph}}, 115\)
\(\mathfrak{A}P_1, 115\)

\(\mathfrak{A}(\|), 82\)

\(\mathfrak{A}(\|)^-, 167\)
\(\mathfrak{A}(\infty\text{ph}), 289\)
\(\mathfrak{A}(\text{Ph}), 328\)

\(\mathfrak{A}(\text{speedtime}), 83\)
\(\mathfrak{A}(\text{syBw})^{\text{par}}, 123, \text{A-28}\)

\(\mathfrak{A}(\text{symm}), 77\)
\(\mathfrak{A}(\text{symm})^\dagger, 100\)

\(\mathfrak{A}(\text{symmo}), 75\)
\(\mathfrak{A}(\text{syt}_0), 81\)

\(\mathfrak{A}(\text{syto}), 90\)
\(\mathfrak{A}(\sqrt{\cdot}), 55\)

\(\mathfrak{A}(\text{Triv}), 82\)
\(\mathfrak{A}(\text{Triv}_1), 82\)

\(\mathfrak{A}(\text{Triv})^-, 157\)
\(\mathfrak{A}(\text{TwP}), 92\)

\(\mathfrak{A}(\uparrow\uparrow\uparrow), 125\)

\(B, 6\)
\(B, 6\)

\(B_1, 301\)
\(B_2, 301\)

\(B_3, 302\)

\(\text{BaCo}, 125\)

\(\text{BAO}, \text{A-16}\)

\(\text{Basax}, 23\)

\(\text{Basax} \text{ geometry}, 147\)

\(\text{Bax}, 121\)

\(\text{Bax}_{\dagger}, 115\)

\(\text{Bax}^-, 117\)

\(\text{Betw}(p, r, q), 140\)

\(\text{Bw}, 139\)

\(\text{Bw}_{\mu}, 189\)

\(\text{Bw}_m, 207\)

\(c : \text{Obs} \times \mathfrak{N} \times \text{directions} \rightarrow \mathfrak{F}, 116\)

\(\text{Ch}(H), \text{convex hull of } H \subseteq \mathfrak{M}, 175\)

\(c_m, 121\)

\(c_m(p, d), 116\)

\(\text{Co}_{(\omega, \ldots, \omega_{n-1})}, 307\)

\(\text{code}, 249\)

\(\text{coll}(a, b, c), 159\)

\(\text{Col}(a, b, c), 277\)

\(\text{coll}_F, \text{coll}_D, 299\)

\(\text{Col}^F, \text{Col}^P, \text{Col}^S, 277\)

\(\text{Cone}_{m, \phi}, 116\)

\(\text{Det}, 275\)

\(\text{det}, 275\)

\(\text{directions}, 108\)

\(\text{Do}^-(m), 122\)

\(\text{Dom}(R), 1\)

\(d \parallel d_1, \text{when } d, d_1 \in \mathfrak{N}^{-1}\mathfrak{F}, 109\)

\(\text{eq}, 144\)

\(\langle a, b \rangle \text{ eq } \langle c, d \rangle, 144\)
eq_m, 207
\text{eq}_0, 144
\text{eq}_1, 144
\text{eq}_\mu, 190
\text{Euc} = \text{Euc}(n, S), 18
\text{Exp} = \text{Exp}(n, S), 102
\text{expr}(-), A-14
F, 6, 16
F^\infty, 116
\text{f} : A \rightarrow B, 1, 283
\text{F}_1 = \langle F; 0, 1, +, \leq \rangle, 138
S, 6, 16
F, 6, 16
f^2 := f \circ f, \text{if } f \text{ is a function}, 286
F^m, 6
f^p, A-7
\text{f} \circ \text{g}, 1
\text{FF}, 10
\text{Flxbasax}, 121
\text{FM}, 10, 282
\text{Fm}, 3
S^m, 6
f_{mk}, 27
f^{mk}, A-27
f_{mk}(p), 31
\text{Fm}(K), 245
\text{Fm}(Th), 294
\text{S}_{oe}, 303
\text{Fo}_{oe}, 303
+F, 137
\text{f} | C, 2
\text{f}(x), 1
\text{f}[X], 1
G, 7
G, 6
G, \text{pseudo-metric}, 145
\text{Ge}(Th), 147
\text{Ge}^0(Th), 326
\text{Ge}^{1o}(Th), 199
g(e, e_1), 145
G_1, 347
\text{GEO}, 326
\text{geod}, 23
\text{Geom}(Th), 147
\text{Ge}^0(Th), 346
\text{Ge}_T, 275
\text{Ge}(Th), A-7
\text{Ge}'(Th), 181
\text{Ge}''(Th), 181
\text{Ge}_{\text{We}}, 275
\mathcal{G}, 283
\mathcal{G}_0 \cup \mathcal{G}_1, 198
\mathcal{G}_m, 206
\mathcal{G}^o_m, 207
\mathcal{G} : \text{Mod}(Th) \rightarrow \text{Ge}(Th), 283
\mathcal{G}_{2n}, 137
\mathcal{G}_{3n}, 232
\mathcal{G}_{4n}, 232
\mathcal{G}'_{2n}, 181
\mathcal{G}^r_{2n}, 181
\mathcal{G}^{o_0}_{2n}, 199
\mathcal{G}^r_{2n}, 147
\mathcal{G}-\text{parallel}, 140
\mathcal{G} \uparrow N, 207
\mathcal{G} \uparrow^+ N, 207
G_3, 348
G_2, 348
g_m, 207
G_{2n}, 137
G_{3n}, 138
\mu, 189
\mu_0, 101
\mu_0(p, q), 101
G_4, 348
G_0, M_0, 327
G_5, 348
G^e, 346
g^r(e, e_1), 147
G_{T}, 274
GT_{2n}, 215
G_{\text{We}}, 274
g(-, y, z), g(x, - , z), g(x, y, -), A-14
I, 136
Ib, 7
Id, 2
Id_A, 2
r\text{-dimensional plane in } \langle Mn; Bw \rangle, 298
IK, 136
j\text{-dimensional plane}, 37
K \text{ is definable implicitly over } L, 224
k \text{ sees } p, 110
K \uparrow \text{Voc}, 222
L, 139
L_1, 326
L_3, 330
INDEX

\( L_0 \), 330
\( L_7 \), 331
\( Linb = Linb(n, \mathcal{F}) \), 101
lines, defined sort of \( \langle Mn; Bw \rangle \) or \( \langle Mn; coll \rangle \), 297
Lines = \( L \)
cf. footnote 571 on p. 274
\( L_2 \), 326
\( L_9 \), 331
\( L_{m} \), 206
\( L_{m}^{\alpha} \), 140
\( L_{ph}^{\mu} \), 189
\( L_{ph}^{\mu} \), 189
\( L_{S}^{\mu} \), 189
\( L_{m}^{\mu} \), 189
\( L_{4} \), 330
\( L_{8} \), 331
Loc(\( Th \)), 122
Loc(\( Bax^{-} \)), A-27
Loc(\( Bax^{+} \)), A-28
lopag, 326
lopag\(^{+} \), A-4
\( Lor = Lor(n, \mathcal{F}) \), 101
\( L_{5} \), 330
\( L_{ph}^{\mu} \), 138
\( L_{ph}^{\mu} \), 206
\( L_{ph}^{\mu} \), 147
\( L_{S}^{\mu} \), 139
\( L_{S}^{\mu} \), 206
\( L_{T}^{\mu} \), 138
\( L_{10} \), 331
\( L_{m}^{\mu} \), 206
\( M \), 3
\( \mathfrak{M} \), 84
Mod(\( Th \)), A-7
\( \mathcal{M} \), \( \mathcal{G} \), \( \mathcal{M}o \), \( \mathcal{G}o \), A-8
min, see footnote 308 on p. 145
Mink\(^{\alpha}(\mathcal{F}) \), 204
Mink(\( n, r_c \)), 336
Mink(\( n, \mathcal{F} \)), 189
Mink(\( \mathcal{F} \)), 189
\( m \overset{\alpha}{\to} b \), 110
\( \mathcal{M} \), 310
\( \mathfrak{M}^\prime \) is obtained from \( \mathfrak{M} \) by step (1), 232
\( \mathfrak{M}^\prime \) is obtained from \( \mathfrak{M} \) by Step (2.1), 233
\( \mathfrak{M}^\prime \) is obtained from \( \mathfrak{M} \) by Step (2.2), 235
\( \mathfrak{M} \models \psi[\mathfrak{a}] \), 231
\( \mathfrak{M} \cup \mathfrak{N} \), 197
\( \mathfrak{M} \cup \mathfrak{N} \), 196
\( \mathfrak{M}o(\mathcal{F}H) \), A-7
\( \mathfrak{M} \upharpoonright \mathrm{Voc} \), 221
\( \mathfrak{M} \cup \mathfrak{N} \), 197
\( Mn \), 138
\( Mn_{\mathrm{sym}} \), 140
Mod(\( Th \)), 282
Mod\(_{\mathrm{OFC}}(\mathcal{F}H) \), 10
Mod(\( \Sigma \)), 10
\( \mathfrak{M}o(\mathcal{F}H) \), 326
Mor \( \mathcal{C} \), A-7
\( \ell \) moves in direction \( d \), 109
MS, 52
MS(\( \mathfrak{M}, m \)), 52
\( n \), 6, 17
\( \varepsilon \)-neighborhood of an event in an observer-independent (or a relativistic) geometry, 146
Newbasax, 122
Ob \( \mathcal{C} \), A-7
Obs, 7
opag, 302
Open = Open(\( n, \mathcal{F} \)), 177
Ordinals, 141
\( \mathcal{P}(\mathcal{H}) \), 1
\( \mathcal{P} \), 300
pag, 300
Pax, 109
Pax\(^{++} \), A-13
Pax\(^{+} \), 289
Pax\(^{+} \), A-8
Pax\(^{++} \), A-4
\( P_1 \), 299
\( Ph \), 7
PhtEucl = PhtEucl(\( n, \mathcal{F} \)), 28
\( p_i \), 15
\( p_j \), 232
\( P_2 \), 299
\( \text{Plane}(\ell_1, \ell_2) \), 161
\( \text{Plane}(\mathcal{H}) \), 160
\( \text{Plane}(\mathcal{H}) \), 161
\( \text{Plane}(\ell_1, \ell_2) \), 39
\( \text{Plane}(\ell, \mathfrak{a}) \), 39
\( \langle \text{Points}; \text{Col} \rangle \), 274
\( \langle \text{Points}, \text{Lines}; \varepsilon \rangle = \langle Mn, L; \varepsilon \rangle \), 274
Points = Mn
\( \text{cf. footnote 571 on p. 274} \)
\( \text{Poi} = \text{Poi}(n, \mathcal{F}) \), 101
\(p_k, 17\)
\(p_x, 17\)
\(p_y, 17\)
\(p_z, 17\)
\(Q, 6\)
\(\mathbb{R}, 1\)
\(R, 1\)
\(R^{-1}, 1\)
\(R \circ S, 1\)
\(\text{Reich}(Th), 123\)
\(\text{rep}, 248, 249\)
\(\text{Rhomb}, 42\)
\(\text{Rng}(R), 1\)
\(R[X], 1\)
\(S, 25\)
\(S(e, \varepsilon), 146\)
\(S, \text{space-part}, 107\)
\(S''(a, b), 175\)
\(S'(H), 175\)
\(\text{simplexes}, 175\)
\(S\text{Lor} = S\text{Lor}(n, \mathfrak{F}), 101\)
\(\text{SlowEucl} = \text{SlowEucl}(n, \mathfrak{F}), 28\)
\(\text{space}(p), 108\)
\(\text{space}, 108\)
\(S(p, \varepsilon), 177\)
\(\text{Specrel}, 100\)
\(S^R(e, \varepsilon), 148\)
\(\text{STL}, 91\)
\(\text{suc}, 226\)
\(\overline{t}, 17\)
\(\mathcal{T}, 146\)
\(\overline{t}, \text{time-part, time-axis}, 107\)
\(\mathcal{T}', \text{alternative version of the topology part}\)
\(\mathcal{T} \text{ of observer-independent geometry}, 175\)
\(\mathcal{T}'', \text{alternative version of the topology part}\)
\(\mathcal{T} \text{ of observer-independent geometry}, 175\)
\(\mathcal{T}_0, \text{a subbase for the topology } \mathcal{T}, 146\)
\(\mathcal{T}'_0, \text{a subbase for the topology } \mathcal{T}', 175\)
\(\mathcal{T}''_0, \text{a subbase for the topology } \mathcal{T}'', 175\)
\(\mathcal{T}''', 148\)
\(\overline{t}-\text{axis}, 17\)
\(\text{Th}^{+-}, 167\)
\(\text{Th geometry}, 147\)
\(\text{Th} + \varphi, 55\)
\(\text{Th}(<\bar{z}), 3\)
\(\text{Th}(\mathfrak{M}), 3\)

\(\text{Th} \uparrow, 117\)
\(\text{time}(p), 108\)
\(\text{time}, 108\)
\(\mathcal{T}_\mu, 190\)
\(\mathcal{T}_m, 207\)
\(\mathcal{T}(\text{Axi}), \text{theory generated by the axiom system } \text{Axi} \subseteq \text{Fm}, 332\)
\(\mathcal{T}^R, 148\)
\(\text{Tran} = \text{Tran}(n, \mathfrak{F}), 101\)
\(\text{Triv} = \text{Triv}(n, \mathfrak{F}), 81\)
\(\text{tr}_m(b), 19\)
\(\text{Tr}, 249\)
\(\text{Tr}_k, 250\)
\(\text{(TwP)}, 13\)
\(U_\upsilon(\mathfrak{M}), 219\)
\(\text{Var}(U_i), 247\)
\(v_m(b), 19\)
\(\overline{v}_m(b), 20\)
\(\text{Voc} \cap \text{Voc}'', 222\)
\(\text{Voc} \cup \text{Voc}'', 222\)
\(\text{Voc}(\mathfrak{M}), 220\)
\(\text{Voc}(\mathfrak{K}), 222\)
\(\mathcal{W}, 8\)
\(\text{Wax}, 328\)
\(\text{Wax}^+, \text{A-4}\)
\(\text{w}_m^-, 122\)
\(\text{w}_m, 8\)
\(\text{w}_m^+, \text{A-27}\)
\(\text{Wtm}, 30\)
\(\overline{x}, 17\)
\(\overline{x}_i, 17\)
\(\mathcal{X} = \langle X, \mathcal{O} \rangle, \langle Mn, \mathcal{T} \rangle, \text{topological space}, 198\)
\(\overline{y}, 17\)
\(\overline{z}, 17\)
\(\text{3-sorted first-order language}, 2, 3\)
\(0, 6\)
\(\overline{0}, 16\)

\((\alpha)-(1), \text{theorem schemas for duality theories}, 287\)
\(\text{absolute value}, 6\)
\(\text{abstract class of structures, see footnote 287 on p, 137, 147}\)
\(\text{abstract structure, see footnote 287 on p, 137}\)
\(\text{abstract/concrete distinction, cf. footnote 287 on p, 137}\)
additive (geodesic, quasi geodesic), 354
additive, \( g | D \) is additive, 354
adjoint pair of functors, A-13
adjoint situation, A-13
affine geometry, 299
affine structures, 266
affine transformation, 101
algebra, 136
algebraic element of \( \mathfrak{G} \), 172
Algebraic Logic, A-17
AMN [18], v
Archimedean field = Archimedean ordered field, 35
Archimedean geodesic, 353
Archimedean ordered field, see footnote 109 on p, 35
Archimedean ordered group, 356
automorphism, 32
automorphism group, 86
auxiliary axioms, 82
auxiliary relation, 246
axiom of disjoint windows (\( \text{Ax}(\text{diswind}) \)), 157
axiom system, 107
backwards, 109
base for a topology, see footnote 353, 155
basic equidistance (\( e_{0} \)) of an observer-independent geometry, 142
basic orthogonality (\( \perp_{0} \)) of an observer-independent geometry, 141
betweenness (\( Bw \)), a ternary relation of an observer-independent (or a relativistic) geometry, 139
big universe of a many-sorted model, 219
binary relation, 1
bodies, 6
body having an inner clock, 70
Boolean Algebras with Operators, A-16
brothers, 77

Carnap, 133
Cartesian geometry over a field, 15
category, A-7
category theoretic convention for introducing functions like \( f(-) \) or \( g(-, p) \), A-14
causality pre-ordering relation, \( \prec \), 139
class form of the axiom of choice, 263
clocks get out of synchronism, 54, 59
clocks slow down, 54, 55
closed set of a topology, 198
closure operator up to isomorphism, 288
closure operator, cf. footnote 607 on p, 288
codomain of a morphism, A-7
collineation, 32
composition \( \circ \) of a category, A-7
concrete class of structures, see footnote 287 on p, 137, 147
connectedness, \( (\sim) \) a binary relation on points of relativistic geometries, 159
continuous weak geodesic, 354
convergence, 141
convex hull of a set of points of a relativistic geometry, 175
coordinate-system, 8, 107
cordinatization (of an ordered Pappian affine geometry), 307
coproduct of topologies = sum of topologies, 198
coreflection, A-11
coreflection arrow, A-11
curve, 352
definability, 230
definability of topological spaces, 155
definable, 231
definable implicitly, 224
definable implicitly up to isomorphism, 223, 224
definable implicitly with parameters, 223
definable implicitly without taking reducts, 223, 224
definable in, 220, 235
definable over, 220, 235
definable relation, 231
definitional expansion, 231, 235
definitional expansion without taking reducts, 235
definitionally equivalent, 255
definitionally equivalent languages, cf. footnote 572 on p, 274
definitionally equivalent theories, 255
definitionally equivalent, weakly, 264
direction, 108
disjoint unions of frame models, 196, 197
disjoint unions of geometries, 198, 201
disjoint unions of non-body-disjoint models, 197
disjoint unions of non-disjoint geometries, 201
division ring, 299
domain of a morphism, A-7
duality theory, duality theories, 280–282, 293–296, 325
Einstein’s Special Principle of Relativity, 74, 84
Einstein’s SPR, 73, 74, 84, 87
embeddable, 284
empty model, cf. footnote 587 on p. 282
equidistance (eq), a 4-ary relation of an
observer-independent (or a relativistic) geometry, 142
equivalence of categories, A-13
equivalent categories, A-13
Euclid’s axiom, 299
Euclidean field = Euclidean ordered field, 55
Euclidean length, 62, 177
Euclidean ordered field, 55
Euclidean straight line, 18
Euclidean topology, 177
evaluation, 231, 246
event, 8, 138
expansion, 102
expansion of a class of models, 222
expansion of a model, 219
explicit definability with parameters, 235
explicit definition, 232, 235
explicit definition of \( \mathfrak{R} \) over \( \mathfrak{M} \), 235
explicit definition of type (1), 232
explicit definition of type (2.1), 233
explicit definition of type (2.2), 235
explicit definitional expansion, 231, 235
explicitly definable, 231, 235
explicitly definable in, 235
explicitly definable over, 235
explicitly definable relation, 231
explicitly definable without taking reducts, 235
explicitly rigidly definable, 236
field, 6
field reduct, 6
fine-resolution, 105
finitely nr-implicitly definable, 230
first-order definable meta-function, 262
first-order language, cf. language, 2
first-order logic, 2
FOL, vi
forwards, 108
frame model, 9
frame theory, 10
frame-language, 6, 9
Friedman, 129–131
FTL, 70
FTL, 123
function, 1
function notation \( f(\_), \ expr(\_), \) def
\( \langle expr(x) : x \in A \rangle \), A-14
functor, A-7
Gödel’s rotating universe, 130, 134, 215, 338
Galileo’s relativity principle, 22
Galois connection, A-3
Galois theory of cylindric algebras, 295
gap in \( \mathfrak{G} \), 172
generalized definitional expansion, 235
generalized disjoint unions of frame models, 197
generalized manifold, 138
geometry, 137, 215, 217
gometry, Busemann’s, 347, 348
geometry, Busemann’s general relativistic, 349
geometry, Hilbert’s, 216
geometry, Minkowskian (Minkowskian
space-time), 189
geometry, observer-independent, 137
geometry, relativistic, 137
geometry, Tarski’s, 216
\( (\mathfrak{G}, \mathcal{M}) \)-duality, 284, 287
Goldblatt-Tarski reduct \( GT_{\mathfrak{M}} \) of \( \mathfrak{G}_{\mathfrak{M}} \), 215
\( (\mathfrak{G}_0, \mathcal{M}_0) \)-duality, 327
half-line in a geometry \( \langle M_n; Bw \rangle \) (defined
by \( Bw \)), 303
half-line with origin \( o \) and containing \( e \) (de-
defined by \( Bw \)), 303
higher-order logic, 149
homeomorphism, see footnote 320 on p, 146
homomorphism, 32, 221
hyper-plane, 39
imaginary observer, 150
implicit definition, 223, 224
implicitly definable, 223, 224
implicitly definable without taking reducts, 224
incidence relation, 139
independent, 43, 44
independent axiom system, 43
independent subset of Mn, 298
inertial bodies, 7
injective many-sorted homomorphism, 221
interpret, 251
interpretation of one theory (or language) in another, Fig.96, 263, 294
interval of $\mathbb{R}$, 352
inverse of a many-sorted homomorphism, 221
isometry, 81
isomorphism, 221
isomorphism as a distinguished morphism of a category, A-13
isomorphism between observer-independent (or relativistic) geometries, 146
Kant, 129, 132
language = first-order language = a language of first-order logic = similarity type, cf. any textbook on logic e.g. Monk [194, p.14] or Enderton [82], 2
language of first-order logic, 2
language, language of K, cf. also footnote 533, 245
law of nature, 85
laws of nature, 131
lego character, 105
Leibniz, 129
Leibniz’s principle of identity of indistinguishable concepts, cf. footnote 269 on p, 129
life-line, 19
light-cone, $\text{Cone}_{m,p}$, 116
limit, 141
limit of lines, 141
limit of sequences, 141
linear transformation, 32
linearly ordered field, 6, 16
lines, 6, 7
$L$ines $= L$
cf. footnote 571 on p, 274
lines (L) of an observer-independent (or a relativistic) geometry, 139
lines, see L, lines, $\textbf{Eucl}$ e.g. on p, 139
local definability, 225, 230
locally additive geodesic, 354
locally FTL, 123
location, 8
logic, cf. in AMN [18] item 1.1.(XI) and footnote 55 on pp, 6
logical positivism, 129, 133
Lorentz transformation, 101
Lorentzian metric, see footnote 312 on p, 145
manifold, 138
many-sorted approximation of higher-order logic see higher-order logic, 149
many-sorted first-order language, 2
many-sorted first-order logic, 2
many-sorted logic, 2
many-sorted logic, cf. item 1.1.(XI) and footnote 55 on pp, 6
many-sorted models, cf. in AMN [18] item 1.1.(XI) and footnote 55 on pp, 6
map, 32
mapping, 32
mathematical logic, cf. in AMN [18] item 1.1.(XI) and footnote 55 on pp, 6
maximal definitional expansion, 236
maximal geodesic, 354
$\mathcal{M}$-duality, 284, 287
Minkowski distance, 189
Minkowski-circles, 52
Minkowski-distance, 101
Minkowski-orthogonal lines, 189
Minkowski-sphere, 52
Minkowskian geometry, 189
Minkowskian geometry, $\bot_0$-version, 204
Minkowskian orthogonality ($\bot_\mu$), 189
$\mathcal{M}_0, \mathcal{G}_0$-duality, 327
morphism of a category, A-7
move backwards in direction d, 109
move forwards in direction d, 108
move in direction d, 108
natural number, 1
neighborhood, 177
non-body-disjoint models, 197
non-standard higher-order logic, 149
non-standard higher-order logic = many-sorted approximation of higher-order logic, see higher-order logic, 149
non-uniform definability, 230
mr-implicitly definable, 224

objects of a category, A-7
observational, 129
observational/theoretical, 129
observe, 8
observer brothers, 77
observer-dependent geometry, 206
observer-independent geometry $\mathfrak{g}_m$, 136, 137
observers, 7
Occam, 129
Occam’s razor, 74
Occam’s razor, cf. footnote 269 on p, 129
one-by-one (explicit) definability, 235
one-by-one definability, 225, 230
one-by-one mr-implicitly definable, 230
one-sorted vector space, 16
one-to-one many-sorted homomorphism, 221
only-the-heart, vii
onto many-sorted homomorphism, 221
open set, 177
open set of a topology, 198
ordered field, 6, 16
ordered field corresponding to an ordered
Pappian affine geometry, 306
ordered field reduct of a frame model, 6, 16
ordered Pappian affine geometry, 302
orthogonality ($\perp_r$, $\perp$), a relation of an observer-independent (or a relativistic) geometry, 140
orthogonality, Minkowskian ($\perp_m$), 189
orthogonality, relativistic, 140

Pappian affine geometry, 300
Pappus-Pascal Property, 300
paradigmatic effects, 54
paradigmatic theorems, 54
parallel lines, 298
parallel lines ($\ell \parallel e \ell_1$) in an observer-independent (or in a relativistic) geometry, 140
parallel straight lines, 39
parameterization, 352
parametrizable curve, 352
Pasch’s Law, 301
periodical body, 336
photon-disjoint unions of frame models, 197
photon-glued disjoint unions of geometries, 200, 201
photon-glued disjoint unions of non-disjoint geometries, 201
photon-like Archimedean geodesic, 351
photon-like geodesic, 351
photon-like lines, $L^P$, 138
photon-like quasi geodesic, 351
photon-like separated events, $e \equiv^P e_2$, 147
photon-line, 28
photon-preserving transformation, 32
photons, 7
plane, 39
plane generated by a set of points of a relativistic geometry, 160
Poincaré transformation, 101
Points = $\text{Mn}$
  cf. footnote 571 on p, 274
points (Mn) of an observer-independent geometry, 138
points of a topology, 198
poset, A-15
potential law of nature, 84
potential laws (of nature), 131
principle of parsimony, 74, 130
projection functions, 232
pseudo-metric reduct of a relativistic geometry, 351
pseudo-metric, $g$, 145
quantities, 6
quasi geodesic, 352

rank of a relation symbol, 220
reduct, 6
reduct of a class of models, 222
reduct of a model, 219, 221
reference frames, 25
reflection, A-11
reflection arrow, A-11
Reichenbach, 129-133
Reichenbachian version of the observer-independent geometry, 147
relation of connectedness, \( \sim \), 159
relative space-time, 108
relativistic geometry, 146
relativistic orthogonalities, \( \perp_r', \perp_r'' \) (alternatives for \( \perp_r \)), 156
relativistic orthogonalities, \( \perp_r''', \perp_r''' \) (alternatives for \( \perp_r \)), 161
relativistic orthogonality, \( \perp_r \), \( \perp \), 140, 141
residuated-residual pair, A-15
rhombus transformation, 40
rigidly definable, 236
Robb hyper-plane, 151
see, 8, 15
sentence, see footnote 560 on p, 265
short geodesic, 353
short space-like geodesic, 353
short time-like geodesic, 352
similar models, 221
similar structures, 146
similarity type, 2
simultaneous events, 58
slow observer, 111
slow-line, 28
space component, 8, 17
space coordinates, 17
space location, 8
space part, 25
space-axes, 107
space-like Archimedean geodesic, 353
space-like geodesic, 353
space-like lines, \( L^\delta \), 139
space-like quasi geodesic, 352
space-like separated events, 147
space-part, \( S \), 107
space-time, 8, 107, 138, 149
space-time location, 8
space-vector, 25
spaceships shrink, 54, 62
spatial direction, 108
speed, 19
SPR, 74, 84, 87
\( SPR^+ \), 86
standard configuration, 39
standard Lorentz transformation, 101
Stone, 137
Stone representation theorem, cf. also Stone
duality theory, 137
straight line, 18
streamlined partial metric = time-like-
metric, 346
streamlined partial metric reduct of \( \mathfrak{G}_{\mathfrak{M}} \),
346
strict standard configuration, 39
strong embedding, A-7
strong geodesic, 353
strong submodel
cf. footnote 594 on p, 284
Strong version of Einstein’s SPR, 86
strongly non-inertial body, 338
structure, 32
sub-vocabulary, 221
subcategory, A-11
sum of topologies = coproduct of topologies,
198
sum topology, cf. footnote 406 p, 178
surjective many-sorted homomorphism, 221
symmetry axioms, 74, 87, 180
symmetry principle, 131
syntax-semantics duality, 294
(syntax, semantics)-duality, 294
tachyon, xii, 70
taking limits, 141
theorem-schemas \((\lambda)-(1)\) for duality theo-
ries, 287
theoretical, 129
time, 107
theory generated by an axiom system, 332
three-sorted first-order language = 3-sorted
first-order language, 2
time axis, 17
time component, 8, 17
time coordinate, 17
time-axis, 107
time-like Archimedean geodesic, 353
time-like geodesic, 352
time-like lines, \( L^T \), 138
time-like quasi geodesic, 352
time-like separated events, \( e \equiv^T e_1 \), 147
time-like-metric \( g^\omega \), 346
time-like-metric geometry, 346
time-like-metric reduct of a relativistic ge-
ometry, 346
time-like-metric relativistic geometry, 346
time-like-metric structure, 346
time-part, $\tilde{t}, 107$

topological space, 198

topology ($\mathcal{T}$) of an observer-independent (or a relativistic) geometry, 146

topology generated by $\ldots$, see footnote 316 on p, 146

trace, 19

transformation, 32

translation, 101

twin paradox, 13, 92

two-sorted vector space, 16

uniform (explicit) definability, 235

uniform implicit definition, 225

uniformly definable, 225

unions of geometries and models, 196

unit vector, 37

universes of a three-sorted model, 9

vector, 12

vector space, 15

velocity, 19

vocabulary, 2, 220, 245

vocabulary of a model, 220

weak geodesic, 354

weak submodel, 284

weakly definitionally equivalent, 264

window, 203

world-view, 24

world-view function, 8

world-view relation, 8

world-view transformation, 27
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SUMMARY

The subject matter of the dissertation is a mathematical logical investigation of the logical structure of (mainly special) relativity theories with an emphasis on the branch of logic called definability theory.

Combining mathematical logic and relativity is not a new discipline, it goes back e.g. to Hilbert, Reichenbach, Carnap, Gödel, Tarski, Suppes, Goldblatt. Definability theory, in particular, was initiated around 1920 because of the needs of relativity theory. Then Tarski took a life-long interest in developing definability theory. In the dissertation we extend definability theory to the case when new elements and new universes of new elements can also be defined. We do this because we need it for studying relativity. We extend (and prove) the main theorems of definability from the classical case to the new situation. E.g. we prove a Beth style theorem about eliminability of defined concepts. We apply these results to proving definitional equivalence of major, seemingly “disjoint” approaches to relativity. In particular, we prove a strong equivalence between purely geometrical theories and observation-oriented versions of relativity. Then we build so-called duality theories (on top of these equivalences) like adjoint situations in category theory. These duality theories connect various parts/versions of relativity with other, purely mathematical theories like Busemann’s streamlined time-like-metric spaces.

Besides the above, we strive to build up relativity as a theory purely in first-order logic using as simple and as transparent axioms as we can. One of our goals is to prove strong theorems of relativity from a small number of easily understandable, convincing axioms. We try to eliminate all tacit assumptions from relativity and replace them with explicit axioms in the spirit initiated by Tarski in his first-order axiomatization of geometry.
ÖSSZEFoglaló

A disszertáció matematikai logikai (és matematikai) eszközökkel vizsgálja a relativitásemléletek (elsősorban de nem kizárólag a speciális relativitásemlélet) logikai struktúráját.


Fentiek mellett egy további célunk a relativitásemlélet felépítése tisztán logikai elméleteként az elsőrendű logika keretein belül. Ezt a programmot Tarski és Suppes hirdették meg annak mintájára, ahogy Tarski a geometriát elsőrendű logikában felépítette. Törekszünk arra, hogy kevés, könnyen érthető, meggyőző, jól átlátható axiómából erős relativitásemléleti tételeket bizonyítsunk. Ez többek között azt a célt is szolgálja, hogy megértsük a relativitásemlélet egzotikus, köznapni intuícióval ellenkező predikcióinak “logikai okát”.