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Sunto. — 8i espongono ricerche e risultati sulla classica guestione della
esistenza, e delle eventuali proprietd, della funzione distribuzione di una funzione
additiva o moltiplicativa.

Si accenna anche ad aleune questioni connesse, quali quella della densitd
dei numeri abbondanti primitivi.

L’esposizione si chinde con una elencazione di problemi tuttora apert: che
si possono prospettare in questo campo di ricerche.

The real valued number-theoretic function f(n) is said to be addi-
tive if f(a - b) = f(a) + f(b) for (a, b) = 1. It is said to be multipli-
cative if f(a- b) = f(a) - f(b) for (a, b) = 1, since the logarithm of
a multiplicative function is additive, it will suffice to consider ad-
ditive functions. The additive function is said to have a distribution
function if for every ¢, — co < ¢ < oo the density ¢(c) of the in-
tegers satisfying f(n) <c¢ exists and §(— o) =0, $(+ =) = 1.
WintyNER and I [2] proved that the necessary and sufficient condition
for the existence of the distribution function is that all the three
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should converge.
The necessary and sufficient condition for the continuity of the
distribution function is that [3]
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No necessary and sufficient condition for the absolute continuity
of the distribution function is known. It is known that the distri-
bution function of ¢(n)/n and o(n)/n is purely singular [¢(n) denotes

EviEr’s ¢ function and s(n) = T d], but one can give additive
dln

(and of course multiplicative) functions whose distribution function
is an entire function [4].

One of the principal tools of our result with WINTNER is the fol-
lowing result of Kac and myself [5]: Let f(n) be an additive function
for which
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Then the density of integers » for which f(n) <4, + « B,'*
equals
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The condition |f(p)| < ¢ was clearly unnecessarily restrictive.
SHAPIRO [6] observed that if

(2) B, - oo and for every =z > 0 b s —1—=o(1),
‘ i3k P
then (1) holds, see also a recent paper by Kusgrius [7]. SHAPIRO [6]
conjectured that the necessary and sufficient condition that (1)
hodsl is that (2) should hold.
I proved that if

1
e o and |[f(p)|<e,
then the density of integers for which f(n + 1) > f(n) equals 1/2.
Clearly | f(p) | < ¢ is unnecessarily restrictive, but no necessary and
sufficient condition is known that the density of integers satisfying
fn + 1) > f(n) should be 1/2.
The first result on the distribution function of additive and
multiplicative functions was due to ScHoENBERG [9] who proved
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that ¢(n)/n has a distribution function. Later Davexrort [10]
BesrexD and CrHOWLA proved that o(n)/n has a distribution function.
I gave a subsequent proof of a special case of this fact which is based
on the following idea. A number # is said to be primitive abundant
if 6(n) = 2 n but for every divisor d of n, o(d) < 2d. TLeta, < a, < ...
be the sequence of primitive abundant numbers, then the abundant
numbers are the integers m which are divisible by at least one a.
Next I proved that © 1/a, < oo, and a simple lemma shows that if
Z 1/a, < co then the density of integers divisible by at least one a
exists. Denote by N(n) the number of the primitive abundant num-
ber not exceeding n. I [12] proved that

i meN T = =

g8 (log n loglog n)*i= o5 (logn loglog n)'/2
Unfortunately the above method works only in a few special cases,
e. g. one can not even prove by this method that for every « the
density of integers o(n)/n = « exists. To see this denote by a ',
1 <1 < co the integers for which «(a”) > « @/ but for every
dla/, o(d) < «d (i. e. the a/*' are the primitive x—abundant
numberg) 1

Then it [13] can be shown that for almost all «, = at i

but that the «-s for which ¥ ——
in every interval. &;
BrsicowrrcE [14] was the first to observe that there exists a
sequence g, < @, < ... so that the density of the integers b, b,,
which are d]mmble by at least one a does not exist. In this connectwn
I [15] proved the following theorem: The necessary and sufficient
condition that the density of the b-s should esixts is that

— o form a set of power ¢

. ; 1
lim limsup — b3 D(n; a; ay, Gy e Gy) =0
e=0 % =00 N w-r <a;<n ! = ¥
where ®(n; a,; a,, @, ... @,_,) denotes the number of integers m not

exceeding n for which m = 0 (mod @) but m# 0 (moda)),1=j < 1.
Thus in particular if @, > ¢ k log & the density in question always
exsists.

Davexrport and I [16] proved that the logarithmic density of
the b-s always exists i. e. that
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exists. In this connection the following question can be asked: Let
a, <a, < ... be a sequence of integers and let »,*, r,", ... 7I{ be an
arbitrary set of residues (mod @,). Is it true that the sequence of
integers ¢, which do not satisfy any of the congruences

L=r(moda), 1<k<l, 1<i<oo L =g

have a logarithmic density? [17]

In concluding T would like to state a few unsolved problems.
I do not know any necessary and sufficient condition which would
imply that f(n + 1)/f(n) = 1. If f(n) = g(n) log n where g(n) tends
to infinity sufficiently slowly then it is easy to see that f(n + 1)/f(n)—>1
Another problem would be to give a necessary and sufficient condition
that f(n + 1)/f(n) — 1 should hold if we neglect a sequence of density 0.

No necessary and sufficient conditions are known when a distri-
bution function ¢(c) can be the distribution function of an additive
arithmetic function.

I conjectured long ago that the density of the integers n which
have two divisors d, and d, satisfying d, <d, <2d, is 1. I proved
[15] that the density of these integers exists, but could not prove that
the density in question is 1.

It is known [8] that if f(n + 1) = f(n) for all n then f(n) = ¢ log n.
Assume that f(n + 1) = f(n) except for the n-s which form a sequence
of density 0. Does it follow that f(n) = ¢ log n?

I [8] proved that if f(n + 1) — f(rn) - 1 then f(n) = ¢ logn.
In fact my proof gives that if f(n) 3% ¢ log n, then f(n + 1) — f(n)
must have both a positive and a negative limit point. Assume that
fln + 1) —f(n) — 0 for all n if we neglect a sequence of density 0.
Does it then follow that f(n) = ¢ logn?

Assume that )

hi |k + 1) — f(k) | = o(m) .

Does it follow that f(n) = ¢ logn? [8]
Assume that |f(n + 1) —f(n) | < ¢,. Does it follow that f(n) =
= ¢ log n + g(n), where |g(n) | <e¢,? [8]

SuMMARX. — In this paper researches and results about the existence
and properties of the distribution function of an additive function are ﬂ!u-
strated. Some associated questions are also considered; for example the density

of primitive abundant numbers, A
The paper ends with an enumeration of unsolved problems which can be

encountered in these researches.
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